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T A This report describes work done by Syracuse University Research Corporation

"(SURC) under Contract No. DAAD05-72-C-0299 for the US Army Land Warfare

Laboratory to develop a flying prototype airborne foliage penetration (FOPN)

Radar. A 140 YHz base station FOPE,4 radar was munted in a DC-3 aircraft
with the antenna mounted perpendicular to the flight path. Data was gathered
which enabled the radar cross section of different types of foliage to ne
deter-mined. A target of Lm.own radar cross section, a corner reflector, was
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fabricatvd nnd used to calibrate the systeti.

Measurements were then made on different types of targets located i.n the open
and concealed by foliage. The targets included the corner reflector, small
to large trucks, two artillery pieces, and a CH-lD helicopter both with and
without rotor blade movement.

It was determined that the radar cross section of the foliage was too large -o
permit reliable detections of concealed targetu for che resolution of the
measurement system, and a deciqion -as made to reduce the opecating frequency
to 50 M•1z. Modifications were made to the data recording system, radar, and
antenna, after which additional clutter and calibrated target (d!pole)
measurements were made. The results showed ., dramatic reduction in clutter
cross section and iadicate that a simple static target detection system is
feasible.

In parallel with the data gathering program, a primary signal processor/display
system was developed basedA on the Fast Fourier Transform (FF7), a reliable
"off-the-shelf minicomputer. and an operators display with interactive graphics.

"The system was completed and used to process, analyze and display the 140
and 50 MHz data.

Although close to producing the first practical airborne foliage penetration
radar, this program was terminated prematurely due to the closing of the

US Army Land Warfare Laboratory.
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ABSTRACT

This report describes work done by Syracuse University Research

Corporation (SURC) under Contract Yo. DAAD05-72-C-0299 for the United States

Army Land Warfare Laboratory to develop a flying prototype airborne foliage

penetration (FOPEN) Radar. A 140 MHz base station FOPEN radar was mounted in

a DC-3 aircraft with the antenna mounted perpendicular to the flight path.

Data was gathered which enabled the radar cross section of different type; of

foliage to be .etermined. A target of known radar cross section, a corner

reflector, was fabricated and used to caJlibrate the system.

Measurements were then rde on different types of targets located

in the open and concealed b) foliage. The targets included the corner reflector,

small to large trucks, two :,rzillery piecec, and a UH-lD helicopter both with

and without rotor blade novement.

It was determined that the radar cross section of the foliage was too

large to permit reliable detections of concealed targets for the resolution

of the measurement system, and a decision was made to reduce the operating

frequency tc 50 M"z. Modifications were made to the data recording system,

rada-, and antenna after which additional clutter and calilTrated target (a

dipole) measurements were made. The results shoved a dramatic reduction in

clutter cross section and indicate that a simple static target detection system

is feasible.

In parallel with the data gathering program, a primary signal pro-

cessor/display system was developed based on the Fast Fourier .ransform (FFT),

a reliable off-the-shelf minicomputer, aud an operators display with inter-

active graphics. The system was completed and used to process, analyze and

display the 140 and 50 MHz data.

Although close to producing the firct nrnt!A[ - 'orne foiliag.

po-ecration radar, this program waa terminated prematurtly due to the closing

of the United States Army Land Warfare Laboratory.



SUMMARY

This report describes work done by Syractse University Research

Corporaticn (SURC) under Contract No. DAAD05-72-C-0299 for the United States

Army Land Warfare Laboratory to develop a flying prototype airborne foliage

penetration (FOPEN) Radar. A 140 MRz base station FGPEN radar was mounted in

a DC-3 aircraft with the antenna mounted perpendicular to the flight path.

Data was gathered which zzbled the radar cross section of different t*pes

of foliage to be determined. A tarpet of known radar cross section, a corner

reflector, was fabricated and used to calibrate the system.

Measurements were then made of different types of targets located

in the open and concealed by foliage. 1he targets included the corner reflector,

small to large trucks, two artillery pieces ard a UH-lD heilcopter both with

and without rotor blede movPment.

It was dete;mined that the radar cross section of th= foliage waF too

large to permit reliable deteztifns of concealed targets for the resolution

of the measurement system, and a decision was made to• educe the operating

frequency to 50 MHz. Modifications were made to the data recording system,

radar, and antenna, after which aaditional clu 2r an'd calibrated target (a

dipole) measurements were made. The results showed a dramatIc reduction in

clutter cross section and indicate that a simple static target Jetzction

Fystem is feasible.

In parallel wira the data gathering program, a primary signal pro-

ceasOr/dleplay system was developed based on the Fast Fourie% Transform (FFT)

on a reliable off-the-shelf minicomputer, and on an operator's display with

interactive graphics. The system was completed and used to process, analyze

and display the 140 and 50 MHz data.

The significant results and conciusions are summarized below:



a. 7ne aata gathered at ho~h 140f and 50 MHz wts sufficient1Iy re-

liablc and repeptable rt enable the measurement of the radar

croes ,ections of bcth point tarrets and distributed targets.

b. Within the paraneters of the simpLe 140 MPz uyscem, sufficient

resoiutilo was not available to detect targets concee1eJ by

foliage without false alarms.

c. The detection of static targets concealed by foeAage has been

demonstrated at 140 MHz cnd suffi<.Ient data is available to show

the pr~cticality of such a system if the rpeolJon cell were

reduced from 100' x 100' to 15' w 15'.

d. Reducing the radar frequency from 240 MHz to 50 MHz effectively

reduced the energy received from the clutter by i5 f.

e. A simple, unfocused, 31de-iooking rzdar is feasible and could

be demonstrated with nominal changes to the a-dsting 50 MHz

radar. The existing comp,,ter, eignal processor, and display

could be flown to demonstrate th's radar with only a small

program change.

I
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1.0 INTRODUCTION

The purpose of this report is to present the practical and theoret.cel
investigations into Moving Platform Foliage Penetration Radars (FOPEN)
completed by SURC under Contract DAAD05-72-C-0299.

The overall objective of this program %.as to develop a prototype moving
platform FOPEN radar system which could -,ake real time reliable detections
of targets which may or may not be embedded in foliage. The developed
system was to be delivered as a fieldable system w-th its primary signal
processor based on a Fast Fourier Transform (FFT). An additional objective
was the establishment of a statistical model to form the basis of comparison
for the experi=mntal data. At the conclubion of thib program the equipment
was to be delivered to the U.S. Army Land Warfare. Labora-ory (LWL).

The program was the culmination of two prior contracts successfully
completed by SURC for LWL. The first (Contract number DAAD05-68-C-0430)

witnessed the development of the ORCRIST FOPEN radar, a VHF radar with foliage
penetration ability, which was utilized as an airborne instriment to gather
data on the problems involved in developing an airborne FMPEN radar.

With its feasibility proven and operational usefulness decid'Aa second
program was initiated (Contract number DAAD05-71-C-0156). This program
required the instr~umnntation of a radar and data collection system. It

called for the collection of large amounts of pertinent data and the
performance of a computer aided analysis of the data. The instrumented radar
is shown in Figyre 1.0. This radar is described fully in the final report
of that program and is utilized (in varyIng form) i½ the present program.
The computer aided data analysis was to determin'ý the distinguishing
characteristics of the target and clutter doppler from the data collected.
As a result of the analysis, z signal pro.essing technique was devised that

provided detection of targets from an airborne platform. The feasibility
of detecting man-made objects such as cars, trucks, and buildings from
this platform was also demor.strated.

One of the primary and most siglnificant results of the rgre• was the

determination of a process that eliminated, tc a large extent, the doppler
return due to the platform motion. Based on the premise that the clutter
exhibited short-term stationarity (and this was shown to be generally true)

a frequenc) filter was determined based on past clu..ter aistory. This

filter, which continually adapted to the clutter environment, greatly reduced

the doppler response due to the platform motion. In adition it was found

ISUR TR--71-249 "Moving Platform Investigation for FOPEN Radar", November 1971.
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that fixed targets as well as moving targets could be iden•ified in some
situations through the use of doppler frequency descrimination techniques.

Some general observations made during the analysis of the cata are as
follows:

1. Effects of the stabiliz-tion of the platform are minimal because:

a. small platform motions are manifest as a contribution to
'he Doppler spread of the main-beam clutter (due to the

ground speed of the aircraft)

b. relatively long wavelei of carrier

c. platform jitter is smoothed out in the spectral averaging
procedure used in the processing programs.

2. When crossing the boundary between two distinct clutter environments
the probability of false alarms is greatly increased. However, the
types of processing in use adapts to the clutter characteristics very
rapidly, and little change should be noted in the detection probabilities.

3. When flying over relatively homogeneous clutter the results have
indicated some degree of "short-term stationarity". Little change
is noted in the clutter spectrum as the time base of the'spectrum

is shifted.

4. The highest peak in the frequency domain corresponds to the Doppler
frequency of the main-c'eam boresight relative velocity (proportional
to the ground speed of tOe aircraft).

5. L_ ge azimuthal bedmwidths result in many spectral contributions at

frequencies below the peak (tapering off as a function of cos . and
according to the antenna pattern).

6. Relatively few contribution- above the peak are due to clutter (unless

it is moving clutter) and hence, targets approaching the aircraft stand

out above the noise more readily tharn receding targets which corpete

with non-moving clutter off the aircraft center line.

1.1 Program Objectives

The overall objective of the program was to develop and deliver a field-

able prototype airborne FOPEN radar system which can make real time reliable

detection of targets that may or may not be embedded in foliage. This

fieldable system was to have a primary signal processor based on the Fast

Fourier Transform (FFT), a reliable minicouputer, an operators position

with display, an instrumented radar, and an unfocused aperatule.
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The data collected utilizing this system was to be included in the data
base accumulated during previous programs. The establishment of a statistical
model was required to form the basis of comparison for the experimental data.

1.1.1 Additional Frequency Utilized for System Inprovement

During the course of the r-.gram it became apparent that a reiuction in

carrier frequency would result in a reduction in clutter return ol 15 to 20 dB.
This means 2 of improving the target to clutter ratio was implemented and
tested with expected results later in the program.

1.2 General Procedures

The conceptual radar and processor r~quired the digitization of a doppler
signal derived from a base banded pulse doppler radar with minicomputer
controlled digital doppler beam sharpening as the prime processing technique.
The pulse doppler radar wa, expected to be a Multi Purpose FOPEN radar 3

furnished by the government.

A fieldable prototype processor was to be developed and utilized ii,

conjunction with the basic radar. The processor would include a minlcoaputar,
a CRT display and a hardwired FFT. The FFT provides the doppler beam
sharpening function which is displayed in a Trap format on the Cir.

Additionally, a statiscical model was to be established to form the basis
of comparison for the experimental data. it was recognized at the outset

that a major portion of the program would need to b2 devoted to instrumentation,
data collection,and analysis ot data to establish the validity of the model,

as well as, the validity of measured cross-sections of various types of
clutter, of targets, and of combinations of clutter and targets.

To accompli. h the program objectives the effort was divided into four
major sections wiich were:

1) Hardware Development

2) Analytical Studies
3) Data Collection
4) Testing

2 "Methods fo: Improving Target to Clutter Ratio For FOPEN radar". SURC

proposal I-2U134A, 24 September 1973.

3 "Foliage Penetration Radar: History and Eeveloped Technology' by

L.V. Surgent, Jr. LL Report 747.4, May 1974.



1.2.1 Hardware Development

The h-ardware development effort included the development of the hard-
wired Fast Fourier Transform, the developxcent of a display, its refresh
memory and computer interfaces and the development of the hardware processor.
Section 2 describes in detail the data analysis system fabricated for the
program.

1.2.2 Analytical Studies

The analvtical studies were concerned with the development of the
processing algoritnms to be used by the radar processor, and with the
theoretical investigation of the statistical aspects of clutter and the
effect of clutter on moving platform radars. These studies also provided
theoretical backup in the form of detection probability for targets of given
cross section in various types of clutter and provided a basis for establishing
a clutter model and clutter cross section models.

The theoretical investigation into the effect of clutter on moving
platform radars was devoted to vegetation clutter and the statistical aspects
of that clutter. More specifically, the case studied was that of homogeneous
forest clutter. This case represented a simple ideal case that should be
understood prior to studying other cases of interest. Section 3 describes
the analytic studies concerning the development of processing algorithms.
Section 7 presents the results of the clutter statistics study.

1.2.3 Data Collection

Data collection formed a large portion of the program. Included in this
effort was the instrumentation of a side looking radar fixed to the test
aircraft. Data was collected in various forms at various locations and
added to the data bank.

Section 4 describes Lhe data collection system utilized in the program.

1.2.4 Testing

The testing program was extensive. The requirement for correlation
between the statistical moO±l and collected data is described in Sections 5,
6, 7, and 8.

1.3 Summary of Results

The objective of fabricating a deliverable prototype moving pletform
FOPEN radar system has been achieved. The data analysis and display portion
is shown in Figure 1.1.

5
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1.3.1 Briet Description

A brief description of this system is included here, however, for more
complete details refer to Sections 2 and 4.

The digital processing section of the FOPEN radar system consists of an
analog to digital interface, a Variar 620/L-100 minicomputer, a hardware Fast
Fourier Transform, a Digital TV display, and a keyset. This section inputs time
domain radar data, converts it to dopplez data, processes it and genetates a
display on the CRT. The keyset is used by the operator to control this part
of the system and to input data required by the system.

Figure 1.2 shows a block diagram of the system described '-n the following
paragraphs. The analog radar data is input into the computer memory by the
radar interface. The software processor converts thi-: data to doppler informa-
tion using the hardware Fast Fouriez Transform, th~n filters th.!s data further.
The software display generator converts this information into a meaningful
pattern on the Digital TV display. The keyset is uaed by the operator to con-
trol or modifj the processing and the display format.

1.3.1.1 Display (Figure 1.3)

The display consists of two presentations super-Smposed on the same
screen. The graphics display can generate 8 levels of gray-scale and may be
removed down the screen as new data is displayed. In tnis way a sequence of

the most recent data can be presented on the screen. The overlay display has
neither gray scale nor mobility. Tni4 display is used for alphanunn-ric
displays and for fixed overlays on the graphic data.

1.3.1.2 Keyboard (Figure 1.4)

The keyboard consists of a standard keyboard with an array of function
keys on each side of it- Figure 1.4 shows the arrangement of the keyboard
and the organization of the function keys. The group of function keys on the
left are used to control the operation of the syster. The ce .tzal keyboard
and the typesetting fun-'_ion keys are used to enter data into the system.
The group of functions at the right allow the operator to display and modify
data used by the systems.

1.3.1.3 Data Inpu3

The Digital procesaing equipment is interfaced to the radar system '4a

the analog tc digital converter. This device translates up to 8 channels of

analog signals to digital equivalents.

1.3.1.4 Processors

The digital radar processing system can have 8 different procassor types

available for use. These procensors are organized into two banks o four

7
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processors. The operator can select any one of these processors for use by
proper use of the mode keys and processor select keys.

1.3.1.5 FFT Processor (Figure 1.5)

The Fast Fourier Transform (FFT) processing unit efficiently computes the
discrete Fourier Transform of a time series of discrete data samples to produce
its discrete frequency spectrum. The FFT unit operates as a peripheral
processor to the LWL 620/L-100 Varian minicomputer. Series of digitized radar
data samples are collected by the minicomputer and then transferred to the FFT
unit to be transformed into their frequency spectrum. The resultant spectrum
data are then returned to the minicomuter for further processing.

The FFT unit operates on the digitized radar data in near real time
since the transform is performed in approximately eight mdiliseconds. This
includes the time necessary to load the FFT unit with the digiti- radar
data and also the time to unload the frequency spectrum data iT. ,e mini-
computer. Thus, appr-dximately 125 DFT's may be performed -each second by the
j unit.

The size of the FFT unit is 256 complex words. Each radar data input
word has a real and imaginary part, each consisting of 16 bits. The spectrum
resulting from the transform process is also complex. producing spectra, each
having a 16-bit real part, and a 16-bit imaginary part.

1.3.1.6 Power Supply

The power required for the processing and display ystem are either
integral parts of purchased equipment or selected regulated power supplies
that are mounted in the fabricated drawers.

1.3.1.7 System Software

The system software is designed to process large volumes of data with a
fast turn around time. Concurtently, other tasks are required to provide the
operator with the capability to modify this processing and to monitor its
progress. Because of the large volum-e of data and the time restrictions on
its processing, a two-priority system is used in the software. This system
gives the processing ccrplete priority over any other tasks being done by
the program.

1.3.1.8 Executive Program

The executive program determines which program is to be executed at any
given time. This is done by scanning t-o control tables. These control tables
contain all the information required to link to any active program in the
system. The executive program scans the control table in a circular fashion.
Control is transferred to active programs as they are encounteied during the

scan.
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1.3.2 Signal Processing

The output of the radar, when flying over vegetated terrain, is always.
a rapidly fluctuating, noise-li.e signal. These fluctuations are of two
kinds. First, a rapid fluctuation which is due to the random interference
of waves scattered from different trees. Secondly, a slower modulation of
the rapid fluctuations by an envelope which is due to the actual variation
of vegetation density.

It is shown theoretically that the clutter voltage signal from a uniform,
random forest should be Gaussian White noise over a passband cf doppler
frequencies corresponding to the center of the antenna pattern (for a side-
looking antenna). The signal at the output of the radar (after absolute
squaring) should therefore have an exponential distribution of amplitudes.

This conclusion was tested against SURC radar data. The data was found
to fit the expected distributions to within the expected standard deviation
for all valid cases studied. This fact allo-:z zcn to find the expected
target detection probability and false alarm rate for any given threshold
setti~ig and target-to-mean-clutter ratio, simply by using the graphs published
in most radar handbooks. 4  In this way it can be seen that acceptable radar
performance demands that the target signal be about 13 dB above the mean
clutter signal in order that the large upward random fluctuations of the
clutter do not cause excessive false alarms.

1.3.3 An Economical Airborne FOPEN Radar System

The concept of an economical airborne foliage penetration radar system
has been demonstrated during this program. The use of the unfocused synthetic

aperture with beam sharpening provided by the FFT unit combines to form a
small real time data collection system costing far less than other current
systems. The small size is useful in that the system can be nounted in a
smaller aircraft to be utilized for a moving platform.

A. Instrumentation Radar Resu.lts

A p-ototype radar was azsembled, tested and utilized for the
required data collection. The feasibility of detecting man--made objects
such as a standard target (corner reflector), cars, trucks, and buildings
using this radar was demonstrated. However, the tests indicated that the
use of 140 MiHz does not seem appropriate for this type radar without
more sophisticated techniques of beam locusing to reduce the resolution

cell to 15 feet by 15 feet. When operating at 140 ýffiz the clutter return

4 "A Study of Clutter in Moving Platform FOPEN Radar Systems", SURC TD-73-190,

April 1973, George M. Foster, Consultant, Author.
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and the standard target return were inseparable. The need for an

additional 10 dB of target resolution was ind4cated. The radar
frequency was reduced to 50 Kiz and additional tests performed.

B. Data Analysis System Results

A complete prototype data anlysis cystem was devised, fabricated and
tested for use as the processing portion of the airborne foliage

penetration radar. In doing so, the rioncept of a real ti-2 reliable
detection and analysis system was demonstrated.

An operator position complere with display and keyboard was developed

for use in real time detection of targets. A useful, a'zhough not

necessarily complete for all situations, set of processing routines

was developed for the data analysis system and display system.

1.3.4 The Use of 140 M.Hz in Measurement of Clutter Returns

The use of 140 MHz in measurement of clutter returns was accomplished.

Cross sections of lakes, pastures, and woods have been determined. The results

of these tests briefly stated are:

A. Lake Data

The lake data reinforces, the data from other programs which indicates

that the cross section of water is a function of wind velocity and the dir-

ection from which the -'easarement is taken, since the returns are a function

of the wave fronts ý4nc: crests.

B. Pasture Data

Pasture data indicates that returns from fences, occasional trees

and perhaps a slight roll to the land provide the majority of clutter

cross section of this environment.

C. Forest Data

Of more significance is the forest cross spction data, since it is

r.ot obtainable from currently available literature. Included In the

data base is a substantial anount of data on the cross sections of

rorth.ern forests both coniferous and deciduous.

1.3.5 The Use of 50 xHz in Measuresment of Clutter ret-urns

The initial airi-orne measurements utilizing the lover frequency wert-

very encouraging. The target to clutter ratio is considerably enhanced as

was pred"cted in references (2) and (4) and as indicated by previous reports

frov. AFKL.

1nhe interested reader is referred to Sections 5, 6, 7, and 8 for complete

14



details of the clutter measurement and cross section measurement efforts.

1.3.6 Airborne Data Collection

During the contract period significant portions of the collected data
were included into the data base. Especially noteworthy dre c5oss section
measurements of forest environments that are not currently found in the
available literatures (; , at 140 MHz, for northern forests is on the
order of 0.1 and 0.2).

Also of significance is the close correlation between actual environment
and recorded data. As shown iD Figure 1.6 the radar map presented on the
display closely approximates the aerial photo of the same area.

The results of the airborne data collection effort can be %ummgrized
as follows: (Fuzther details are given in Sections 6 and 8.).

1) A close correlation between the known terrain and
the collected data.

2) The collected data were sufficiently reliable to
include in the data base.

3) The operation of the radar at 50 MH enhances the
clutter-tc--target ratio.

4) At 140 MHz certain background environments result

in poor target resolution.

5) The ability to experimentally determine radar cross
sections of both joint targets and distributed clutter.

The Vincant Corners Tests yielded the most significant results, they
were:

1) Fence lines and large staads of woods can give returns
as strong as the standard target.

2) The use of a simple threshold detector in this
environment is not practical.

3) Man-made objects and natural objects with sharp zhanges
in cross sections cannot be separated from other
corner reflector-like objects such as trucks.

4) The standard target return is discernible and measurable
(although tests were conducted with the target In open
areas and not shaded by trees).

15
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5) The calculated s'?ectra and observed terrain are closely
correlated.

In addition the other tests provided results which in'ýluded:

The close correlation of the calculated and measured glint radar
cross section of a helicopter was very encouraging. It is noted
that the tactical usefulness of glint radar cross sections is
probably minimal since it is highly dependent angle of a:rival(the
broadside illumination of a vehicle). Other attempts to correlate
the recorded returns with expected returns were less successful
than st the Aberdeen Proving Ground due to test conditions.

While experimentally unsuccessful during the test period, it
should be emphasized that the magnitude of the glint cross section
of a panel truck or armored personnel carrier should be sufficient
to discern from the background clutter of the environments tested.

1.3.7 Polarization Study

The data used for this analysis was collected during the Moving Platform
Study Contract (DAAD05-71-C-0156).

For this experiment a cross-polarized antenna was mounted on the front
of a DC-3 aircraft in which the LWL-SURC FOPEN Radar, operating at 140 MCS
was mounted. The transmitter was connected to the horizontal element via
the usual duplexer system. The backscattered signal was received on both the
vertical and the horizontal antenna elements and recorded on separate
channels of the digital tape recorder. On thc ground the data from each
channel is fast Fourier transformed and the amplitude found in the usual way.

The experiments analyzed are numbers 299 and 300 taken at Camp Drum in
Northern New York. State and numbers 180 and 181 taken at Pompey Center Road
near Syracuse, New York. The terrain at Camp Drum was flat and fairly
heavily wooded wiith northern pine. These pines are a small pine with trunk
diameter 6 - 12 inches and very thin branches. The region around Pompey Center
Road is unevenly wooded, mostly with deciduous type trees. This region is
not a forest, but contains steep hills, pasture land, houses zn? fences as
well as trees. This region has not been checked in detail from the ground,
hence it is not known exactly what is within the measuring cell at a given
time. It is probable that most of the backscattering comes from trees of

* the deciduous type.

There does not appear to be any significant correlation in the fine
structure of the variation of Lhe signals from the vertical and horizontal
receive channels. When a horizontal wave is transmitted and the target is
deciduous forest, the horizontally received and vertically received signals
are of the same average amplitude. When Lhe target is a conifer forest, the
vertically polarized received signal is about 20 dB weaker. This 7eans

17



that certain types of targets which depolarize a radar wave strongly, such
as missile launchers, field guns, etc., could be detected in a conifer forest
by the use of polarization ratios. The detection of personnel does seem
feaFible from this platform by using polarization ratios.

1.3.8 Statistical Model

A statistical model (presented in Section 7.0) was theoretically derived
which adequately describes the statistical data collected. Additiont11v,
the reader may consult reference 4 for concise supplemental informatioa.
Comparison of data collected with the LWL-SURC airborne radar system and the

statistical model indicate that the collected data points are within, or very
close, to a standard deviation from the theoretical line.

1.4 Summary of Recommendations

Based upon the work accomplished during this program, the followin'.
recomnendations are considered pertinent.

1.4.1 Addition of Focusing

A demonstration of additional focusing may be feasible. Other programs

accomplished by AFCRL for the Air Force could form the basis for this effott.

Ad%. g this function to the present system may still allow its use in the

smaller aircraft and the combined cost of this program a&.d prior programs

may still prove to be less expensive than highly focused systems.

1.4.2 Continuation of Glint Cross Section Measurements

The Glint Cross Section Measurement could be a useful technique. Further

work in this area may provide information leading to a method of monitoring

road traffic, monitoring stretches of coast line or other areas where personnel
or vehicles may be moving parallel to the flight path.

1.4.3 Continuation of 50 MHz Effort

Tests completed late in the program and the associated data analyses

provide the basis for serious consideration of additional effort in this area.

Benefits accrued in continuing this effort would be less expensive since

SURC presently (1) has the equipment, in working condition, (2) has supplemental

computer facilities all primed to accomplish this effort and (3) has the working

knowledge of the system necessar'- for immediate continuation of the effort.

Additionally; the data collected could fill a void in current literature.

Comparative v's obtained from the initial 50 MHz flight test and previous

14Ci Miz effort are shown in Table 1.1.
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Table 1. 1

Comparison of Radar a0

Environment 140 MHz 50 MHz

Heavy Woods -. Swamp .84 .30

Northern Forest .15 .02
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2.0 DATA ANALYSIS SYSTEM DEVELOPMENT

A real time data ana.lysis system was developed by SURC for utiliiation
in the study of foliage penetration by radar for the United States Army
under Contract DAAD05-72-C-0299. This system is shown in Figure 2.1.

The digital processing section of the FOPEN radar system consists of an
analog to digital interface, a Varian 620/L-100 minicomputer, a hardware
Fast Fourier Transform, a Digital TV display and a keyset. This section
inputs time domain doppler radar data, converts it to digital data, processes
it and generates a display on the CRT.

2.1 System Equipment

2.1.1 Minicomputer

The Varian 620-L is a small general purpose computer which uses a 16-bit
word with a aemory cycle time of 900 nanoseconds. The Varian 620-L i-n
the SURC system is provided with 12K words of core memory, hardware multiply
and divide, real time clock, priority interrupt module, and power failure/restart.

Hardware developed by SURC includes the digital TV display, the FFT
processor and a number of interfaces to the Varian 620-L. These interfaces
were for the display, FFT processor, A/D converters, and paper tape reader.
Additionally an interface was developed to connect the Varian 620-L to a
larger computer system in SbIRC's hybrid simulation laboratory. This allowed
the software development phase of the program to take advantage of the many
peripherals and existing software of the larger computer system.

The keyset is used by the operator to control or modify the processing
and the display format.

Figure 2.1 also indicates the data flow through the digital processor.
The analog radar data is input into the cumputer memory by the radar interface.
The software processor converts this data to doppler information using the
hardware Fast Fourier Transform, then filters this data further. The software
display generator converts this information into a meaningful pattern on the
Digital TV display.

2.1.2 Display

Vhe display selected for this system is a Ball Brothers Research
Corposataon CRT mcnitor which measures 9 inches diagonally and utilizes P4

phosp'ior. The circuits are transistorized and printed circuit board

construction is used throughout the monitor.

Modifications to this monitor include rotating the CRT 90 degrees so

that the long dimension is in the vertical plane and ruggedization of its
construction to meet the airborne application requirements.

20



N_ ANAI.OG
4< RADAR

SYSTEM

I I
RADAR

INTERFACE I

RADAR FOURIER
FiguROCE E.SO• Da RANSFORM

I

iSOFTWAR 2
DISPLAY

GENERATOR

I DGITAL TV

S•....1- <..DATA

r OPERA8TORS

i ~ KEYSET ,-CON"TROL

, Figure 2.1 System Block Diagram

21



The display picture is produced using digital TV -- chniques. A non-
interlaced frame is formed by vertical raster lines. The unbalanced or
viewable portion of each frame provides a display grid of 256 by 256 picture
elements. The frames are presented at a rate of approximately 53 Hz which
produces a non-flickering display. Updating a display frame requires a
period of cne frame cycle or approximately 19 milliseconds.

The display can present both graphics and characters on two independent
trames overlaid on the screen. One frame, a black and white display with no
gray scale, is used primarily for alpnanumeric information The secnd
frame providing eight levels of gray scale, is used to display graphic data,
and is capable of being shiftea to produce a moving map type of display.
When shifted, new picture elements are entered at the top of the display
frare and the oldest picture elements at the bottom of the display frame
are discarded. Fixed data may be presented overlaid on a moving map type
of display when both types of presentations are used simultaneously. Existing
data in either frame may be modifiee by adding, subtracting, averaging or

replacing it with data from the minicomputer. This capability allows at
least a limited amount of data manipulation to be done on the display itself.

2.1.2.1 Radar Data Display

Radar data may be displayed as plots of signal strengii as a function of
dopDler frequency using either - --coordinate or the gray scale as the
signal strength axis. An alternative display may be produced through a
relatively simple coordinate transform that results in a strip map of the
terrain with gray scale indications of signal strength at each area of ground.

2.1.2.2 Frequency Data Plots

Frequency data may be displ- :ed as a family of horizontal lines which
vary in brightness. In this presentation the x-coordinat2 represents doppler
frequency plotted linearly with zero doppler frequency occapying the center
of the line. The brightness of each spot on the line indicates the strength
of the return at that particular doppler frequency. As new data is entered
the lines move down the screen creating a time-.equenced frequency data plot.

2.1.2.3 Map

Mapping data is dispi.,2d in strips shaped in the form of an arc, that
is, the map displays are a strip map of the ground with a curved upper
.nargin. Each strip represents the area on the ground covered by the range
gate at that time. Each strip is a linear map and as with other displays
the map moves down the screen as new data is entered. The x,y coordinate
of the display represent cross range and down range, respectively, and
brightness represents the strength of the return signal from each area of
ground. Further information on map display geometry is included as Appendix B.

Graphics data is created in t;o different modes. In one mode, vectors

22
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are created by joining vertical line segments of variable lengths end to end.
This mode is especially useful in forming graph plots or histograms. The
second graphics mode produces vector segments of one to seven elements in
length which may be placed on successive vertical raster lines in an overlap
or non-overlap fashion to produce a band of map data. Dominant features
of the date' may be emphasized by varying the intensity or gray scale.

Characters are generated for presentation on the display. A set of
128 characters may be presented at any location in a display frame. Each
character is produced on a five by seven picture clement matrix. Two
elements between successive characters are left blank "or separation.

2.1.3 Display Generator

The display generator performs the vector, map, and character generation
functions. To accomplish this the generator, developed at SURC, translates
the minicomputer's digital word commands and data into a picture for presenta-
tion on the monitor. The display pictures which are stored in shift register
memories located in the display generator are made available to the CRT
monitor in video signal form at the frame rate of 53 Hz. In addition to video
signals the display generator produces the horizontal and vertical synchroni-
zation signals to drive the display sweep circuits. Also the display generator
contains the facilities for performing analog to digital conversions for
eight analog signals.

At the beginning of each display frame the display generator issues an
interrupt to the minicomputer (frame rate 53 Hz). If the display is to be
updated, the minicomputer outputs to the display generator digital word
commands (1) to establish the mode of operation of the display generation
and (2) to establish the starting address of a block of display data words
located in its core memory.

For one of the display modes, each picture element may have one of eight
possible gray scale levels. rhree bits of data for each picture element are
stored in the refresh memories to define this gray scale level. In a second
display mode, only a single intensity level is available. A separate refresh
me=ory is used for this display mode. For both display modes, a total of
four refresh memories each 256 by 256 bits in length are used.

The updated display picture is stored in the serial shift register
memories whose starting address has been given to the display generator.
Updating may consist of adding, subtracting, averaging or replacing, the data
contained in the refresh memories. During the display frame, the data vords
are successively accessed by the display generator. The accessing of these
data words is done by a direct memory access mode of operation, requiring no
action by the minicomputer program other than the initial commands at the
start of the display frame. The outputs of the serial shift register memories
are digital to analog signals converted to vidco signals. The display
generator performs its vector, map, and character generation functions in
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updating the display picture.

As indicated, the display generator has the facilities to perform analog
to digital conversions on a total ot eight analog signals. An Analog Devices,
Inc. 12 bit A/D converter is used for this purpose. The device can convert
analog signals to digital numbers in 15 microseconds. The minicomputer
controls the A/D operation via the display generetor by selecting the analog
signals to be converted, the rate of conversion,and the number of samples to
be taken. Data samples are entered into the minicomputer memory by the
display generator using the direct memory access feature of the minicomputer.

2.1.4 FFT Processor

The Fast Fourier Transforti (FFT) processing unit efficiently computes
the discrete Fourier transform (DFT) of a time series of discrete data
samples to produce its discrete frequency spectrum. The FFT unit operates
as a peripheral processor to the LWL 620/L-100 Varian minicomputer. Series
of digitized radar data samples are col!ected by the minicomputer and then
transferred to the FFT unit to be transformed into their frequency spectrum.
The resultant spectrum data are then returned to the minicomputer for further
processing.

The FFT unit operates on the digitized radar d ta in near real time
since the transform is performed in npproximately eight milliseconds. This
includes the time necessary to load the FFT unit w'tb t!• digitized radar
data and also the time to unload the frequency spectrum data into the
miniccmputer. Thus approximately 125 DFT's may be performed each second
by the FFT unit.

The size of the FFT unit is 256 zomplex words. Each radar data input
word has a real and imaginary part, each consisting of 16-bits. The spectrum
resulting from the transformation process is also complex, producing spectra,
each having a 16-bit real part, and a 16-bit imaginary part.

2.1 4.1 FFT Computations

A signal flow diagram of the LIAL FF7 algorithm is shown in Figure 2.2.
F.r purposes of simplification, the diagram illustrates an 8-point discrete
Fourier transform (DFrr) instead of the actual 256-point DFT used in the LWuL
processor. Each node in the signal flow diagram revresents a variable, and
rhe arrows that terminate a, that node originate at the nodes. who.e variables
contribute to the value of the variable at that node. The contributions are
additive, and the weight of each rontribution, if other than unity, is
indicated by the constant close to the arrowhead. The quantity e'i2"/N)k

is denoted by Wk in the diagram. ThL expression for the DFT of the a]goritm
is:

N-i
I , , fn O , for 0 < k < N-I

n=0
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The signal flow diagram illustrates the computations necessary for
evaluating an 8-point DOFT. If the diagram is examined closely, it can be
seen that there are three sets or stages of calculations, and the calculations
necessary from one stage to the next stage are identical in each casc. The
number of stages required for the DFT is equal to log2N, so that for the
256-point DFT eight stages are necessary.

In eacn stage, the calculation required to determine the value of the
even numbered nodes is simply fn + fn + N/2, for 0 < n < N/2-1. The values
of the odd numbered nodes are determined by multiplying the constants Wk by
(fn - fn + N/2), for 0 < n < N/2-1 The constants Wk are obtained from a
read only memory (ROM) located in the FFT processor. The ROM contains the
values for W = e-J( 2 ,/N), and since the sin e = cos (r/2 - t), the number of
constants stored in the ROM pertain to only a single quadrant. Thus, it is
only necessary to store 64 constants for the evaluation of the 256-point DFT
for LWL. Appropriate addressing logic and complementing circuitry to obtain
negative values provide the sine end cosine values for the complete 2r
radians.

The block diagram (Figure 2.3) of the LWL 256 complex word FFT illustrates
the manner in which these computations are perfirmed. The values for fn and
fn + N/2 are simultaneously read from the shift register memories for both
the real and imaginary parts. Parallel additicns and subtractions are
performed on these numbers. The sum of each part is di.rected to its memory
input multiplexer to be written in memory at the next memory write cycle.
The difference of each part is directed to the multiplier input selector
to be used as one of the factors in the complex multiplication of Wk times

(fn - fn + M/2). A single 16-bit high speed 2's complement multiplier
performs the multiplication. Since a complex multiplication requires four
partial products, the single multiplier is time-shared to produce each partial
product. The partial products are stores in latch circuits in the "cross-
product simmer" logic. Upon completion of the multiplication process, the

appropriate partial products are surmed by the cross-product summer and the
results are pre3ented to the memory input multiplexers to be writte. into
memory on the rext memory write cycle. For each shift regtstei memory read
operation, there are two write operations.

2.1.4.2 Shift Register Memories

The memories used in tbe FFT processor are constructed about the
Signetics 2521V dual 128-bit MOS static shift register. The memories are

contained on printed circuit (PC) cards and each PC card has the capacity
to store 256 16-bit digital words. A total of four PC memory cards (SURC
No. 2980) are used by the FFT processor.

Each of the PC memory cards are organized into two sections of 128 words
each, an A section and a B sectioni. In processing one stage of the FFT, the

input data words are read from the A section and processing results are
written in the B section. During the next stage the situation is re-
versed; the input data vords are read from section B and the results are
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written into the A section. This alternation between the A and B sectionsof the memory continues f`r each stage of the FFT process. Th• "raw" iputdata words are initially loaded into the FFT unit via the A sections of thePC memory cards. If we designate the PC memory c.ards as numbers 1 through 4,then following the initial loading, the 16-bit words of the real and imaginary
arrays are stored as follows:

Card 1: contains real words 1 chrough 128
Card 2: contains real words 129 through 256
Card 3: contains imaginary dords 1 through 128
Card 4: contains imaginary- --ords 129 through 256

2.1.4.3 Read/Write Sequence

Each stage of the FFT process contains 128 computation cycles. For eachcycle the shift register memories are accessed for the input data words usedin the FFT compiitations and then the results of the computations are written
in the other sections of the shift register memories, whereby they will bethe eourre of input data words in the following 3tage. The nature of the FFTalgorithm requires that the words resulting from the computations be reorderepd
relative to the sequence of the input data words. The read/write sequence ofthe memories for a stage of the FFT process is shown in the following table.
Only the set of real data words is shown, since the sequence of the imaginaryset ia identical. It can be seen that for each read operation, there are tLo
memory write operations,

Read Write

SCard I Card 2 Card 1 Card 2

1 1 129 1,2 Recirc.
2 2 130 3,4 Recirc.

3 3 131 5,6 Reclrc.+ + + + +
+ + + + +

63 63 191 125,126 Recirc.
64 64 192 127,128 Recirc.
65 65 193 Recirc. L29,130
66 66 194 Recirc. 131,132

126 126 254 251,252
127 127 255 253,254
128 128 256 255,256
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2.1.4,4 Scaling

The scaling function in the FFT processor insures that during any of the
arithmetic operations an overflow cannot occur. This is accomplished after
examining the magnitude of the absolute value of each factor as it is
entered into the FFT's shift register memory. Both parts of each factor,
real and imaginary, are examined to note if the magnitude of its absolute
value is greater than or equal to one-half, or greater than or equal to
one fourth. If so, the fact is stored and during the following stage all
factors of the FFT arrays art appropriately shifted. This examination of
the magnitude of the factors is done initially as the arrays are loaded into
the FFT from the minicomputer and also during each stage as the results of
computations are entered into the memories. If it is observed that the
absolute value of any factor's magnitude is greater than or equal to one
fourth, but not one-half, then all faztors are shifted right one binary
position, dividing all factors by twr. On a stage basis, a report of the
number of shifts done on the FFT factors, is made to the FFT interface logic
by the FFT processor control logic. A tally is maintained by the interface
logic in a status register which will be queried by the minicomputer program.

2.1.4.5 Read Only Memories

The Read Only Memories (ROM's), located on the miltiplier input selector
circuit card, produce the Wk constants used in the FFT computations. There
are four ROM modules and each module contains 32 8-bit digital words. The
words are progra med into the modules by a fusing process and thus are
premanently stored. The modules are organized to produce 64 16-bit Wk
constants, where Wk - e-(27k/N). The values stored in the ROM modules
represent the cosine values for the interval from 0 to n/2 radians
(Table 2.1.).

For the 256-point DFT there are 128 Wk constants necessary for the
evaluation. From the signal flow diagram of Figure 2.2, which is an 8-point
DFT having only 3-stages, it is shown that all of the constants are used
during the firat stage. In the second stage only every other one is used,
and in the third stage,every lourth one. In the larger 25 6-point, 8-stage
DFT of LWL a similar situation exists; all 128 constants are used in the
first stage, 64 constants in the second stage. The selection of the proper
constant for each computation in the FFT process is determined by tae ROM
addressing. The lower order address bits to the ROM's are masked on a
stage basis to achieve the proper selection. During the first stage none
of the address bits are masked and all constants are selected. In the second
stage, the lower order address bit is masked and thus only every other
constant is selected. In successive stages, additional address bits are
masked, until the last stage is reached where all address bits are maskea
giving an effective address of all O's, which is the address of the first
location i "ie ROM's.

The i :aluatiun of the DFT requires sine and cosine values for the
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Table 2.1 ltO CONSTANTS TABLE

A')DR VALUE ADDR VALUE

0 77777 32 55202

1 77766 33 54103

2 77731 34 52766

3 77647 35 51633
4 77542 36 50464

5 77412 37 47300

6 77235 38 46100

7 77036 39 44664

8 76612 40 43435

9 76344 41 42173

10 76052 42 40716

11 75535 43 37427

12 75175 44 36127

13 74612 45 34615

14 74205 46 33272

15 73554 47 31737

16 73102 48 30374

17 72405 49 27021
18 71666 50 25437

19 71125 51 24047
20 70343 52 22450

21 67537 53 21044

22 66712 54 17432

23 66044 55 16014

24 65156 56 14371

25 64247 57 12742

26 63320 58 11310

27 62351 59 07653
28 61362 60 06214

29 60354 61 04553

30 57327 62 03110

31 56264 63 01444

NOTE: Values are expressed as octal numbers aad defined cosine function
over interval of 0 to Pi/2 radians.
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interval of 0 to r radians. Since only the cosine values for the interval
of 0 to ir/2 radians are stored in the ROM, interpolation is necessary to
obtain the other values. The identities, sin 6 - cos (O/2 - 0) and cos 0 6
-cos (180 - 0) are used for this purpose. Negative values are obtained by
forming the l's complement of the zonstant desired. The IMAG and REAL gating
signals are applied to the addressing logic to select the sine or cosine
function. The IMAG gating signal produces -sin 6 and the REAL gating signal
produces cos 0 for the interval of 0 to r radians.

2.1.4.6 Multiplier

The multiplier used in the FFT is a high speed 2's complement imvtiplier
constructed of 4 x 2 multiplier modules (Advanced Micro-Devices Am 2505).
The multiplier is constructed on a single printed circuit card (SUR- No. 2974),
and is capable of multiplying two 16-bit 2's complement binary numbers to
form a truncated product of 16-bits. The multiplier in the FFT is operated
somewhat conservatively and it performs a multiplication in less than 750
nz-oseconds. Each complex multiplication in the FFT process requires four
multiplications to produce the cross products of the two complex binary
numbers. The cross products are formed and stored in the cross product
summer until the multiplication cycle is ccmplete. The following multipli-
cations are performed for each complex multiplication in the order given:

1) R (f- f + N/2) X R Wke fn n e

2) R (f -f + N/2) X I Wk)Re fn fn m

3) I (fn - f n -N/2) X Re Wk

4) I (f - fn + N/2) X ImWk

2.1.5 Keyboard

The keyboard consists of a standard keyboard with an array of function
keys on each side of it. Figure 2.4a shows the arrangement of the keyboard
and the organization of the function keys. The group of function keys on
the left are used to control the operation of the system (Figure 2.4b). The
central keyboard and the typesetting function keys are used to enter data
into the system. The group of functions at the right allow the operator to
display and modify data used by the system (Figure 2.4b.).

During system initialization and when displaying data values, the
operator can enter new values using the central keyboard in conjunction with
the typesetting functions. The quantities which can be changed are displayed
on the screen along with a keyboard pointer character. This character is
used to indicate the position into which the next character typed will be
entered. The keyboard pointer can be moved using the typesetting functions
as described in Table 2.3. After the values are entered, the keyboard
pointer is removed from the screen. The alphanumeric keyboard and the
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Trble 2.2 Key Functions

Key IF Key
Label Function Label Function

CONTROL KEY DEFINITION

SO Clear Overlay Display ENG ABORT

SI Clear Graphics Display DCI Use Processor #i

NAK Select Processor Bank A DC2 Use Processor #2

ACK Select Processor Bank B DC3 Use Processor #3

NUL DC4 Use Processor #4

DATA SELECT DEFINITION

SOH Altitude EOT Frequency Plot Size

STX Grid Spacing ETX Threshold Control I

VT Sample Rate CAN Gain Control 1

SUB Shift Count BEL Threshold Control 2

ESC Number of Averages DEL Gain Control 2

TYPESETTING FUNCTIONS

Key
Label Operation

BS Erase last character. Move Pointer left one character.

CR Erase entire entry. Move Pointer to start of entry.

LF Move Pointer down to next line (if any).

FF Move Pointer up to previous line (if any).

EM Enter values, remove Pointer, disable keyboard input.
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Table 2.3 Typesetting Function Definitions

Key
Label Functon

BS Move Pointer left one character, erasing t1H
character that was there previously.

CR Move Pointer to 1st character in data field,
erasing the entire value.

LF Move Pointer down to next line (if any).
This does not modify any characters.

FF Move Pointer up to previous line (if any).
This does not modify any characters.

E24 Enter data and remove pointer. This disables
all alpha-numeric and typesetting keys unless
an error condition exi.ts.
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typesetting function keys will no longer have any effect on the system.

Individual values, used by the system, are selected for display and
modification by the data select function keys. These keys are located in
the last two columns at the right side of the keyboard. Pressing one of
these keys causes the selected value to be displayed on the screen along
with the keyboard pointer. The alphanumeric keyboard and function keys are
then activated to allow the operator to change that value if he desires.
The Data Select keys can be used at any timL after System initialization.

The control keys at the left side of the keyboard perform a variety of
functions in the system. The operator can clear the display, reconfigure
the system or abort the run entirely using these keys. The display clear
keys allow the operator to erase either the gra; scale or overlay displays
independently. The mode keys select banks of processors and the data control
keys cause the system to switch over to a specific processor in the selected
bank. (Note that the mode keys do not change the processor being used in
the system.). The abort key master clears the entire system. This key
terminates all processing, clears both display presentations and returns to
the System initialization state.

2.1.6 Analog to Digital Interface

The Digital processing equipment is interfaced to the radar system via
the analog to digital (A/D) converter. This device translates up to 8
channels of analog signals to digital equivalents. The selection of analog
channels and the sampling rate is controlled by the minicomputer software.

Any combination of the 8 channels can be used. The sampling rate is
specified by the time delay between successive scans of the selected
channels. This parameter ranges from 50 .sec to 12.8 msec in steps of 50 usec.

2.1.7 Processors

The digital radar processing system can have 8 different processor types
available for use. These processors are organized into two banks of four
processors. The operator can select any one of these processors for use by
hitting one of the mode keys followed by one of the processor select keys.

The processors can vary in the amount and type of filtering done on
the radar data as well as the manner in which the results are presented on

the display. in general, however, the processors will perform the following

steps: input data, shift data, FFT, Hann, magnitude squared, logarithm,
scale and display. Additional filters can be inserted into the sequence at
will but the steps outlined above will be present in most of the processors.

Radar data is input from the A/D directly into memory without program
intervention. The program does have to specify the number of samples and

how fast to input the data. The sampling rate is defined as the time delay

between successive samples of a given analog signal. This is given in
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milliseconds with a resolution of .05 msec.

The number of samples input at one time is defined by the shift count.
The data is processed by the Varian in blocks of 256 samples. These samples
are allowed to overlap, which results in a sampll.ng window which slides along
the data. The displacement between adjacent windows is given by the shift
count. The A/D interface performs one p~rt of this process. The program
shifts the old data to match with the data being input.

The next step is to translate the time domain data into the frequency
domain data using the hardware FFT to produce the spectrum of the doppler
components of the radar return. This data is filtered with a Hanning filter
to remove distortions of the spectrum which can be caused by the FFT process.

At this point the data consists of both real and imaginary data. The
next step is to compute the magnitude squared of these two sets of data by
squaring each and adding the corresponding points. This produces a power
spectrum of the dopplcr return.

The logarithm of this power spectrum is taken in order to improve the
dynamnic range of the data displayed allowing the smaller signals as well as
the strong onee to be seen in the data.

The data is scaled as the final step before being displayed. Scaling

is done in two steps and performs two functions. First, an offset is added
to the data and then the result is multiplied by a scale factor. These two
values determine the range of values which will be displayed as well as the
upper and lower cutoff values. Any value above the upper cutoff point is
limited to the cutoff valde and any value below the lower threshold is set
to zero.

The data is now ready to be displayed. The exact display format depends
upon the processor in use but will be on, of those aescribed in the display
section.

2.1.8 Paper Tape Reader

A high speed paper tape reader provides the data analysis system a
relatively rapid and reliable means of loading programs or entering data
into the minicomputer's core memory. The paper tape reader is a Digitronics
Model 2030 Perforated Tape Reader, and is designed to read 5, 6, 7 or 8-
channel perforated tape in the forward direction at speeds up to 400 characters
per second.

The interface between the Model 2030 reader and the minicomputer was
developed at SURC. The interface accepts digital data words from the mini-
computer and translates these words into RbN and HALT commandp which are
directed to the reader. The channel data lines from the reader are formatted,
by the interface, into digital data words and entered into the minicomputer.
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2.2 Processing Software

The system is required to operate on a large amount of data in a very
short time. Not only does the AID converter input a lot of data, but due
to the sampling algor'thm, the effective data rate is several times that of
the A/D sampling rate. Since the required processing algorithms art also
fairly complicated, a number of advanced techniques are used to speed the
operation. Perhaps the most important of these techniques is the hardware
FFT. This device calculates a 2 56 -complex point frequency spectrum in under
10 milliseconds of elapsed t.me and only uses about 2 milliseconds of computer
time. In comparison, a software FFT would use on the order of 50 milliseconds
zo perform the same operation.

To further reduce the minicomputer load, all peripherals which transfer
large quantities of data use the Direct Memory Access (DMA) option of the
Varian 620/L-100. This option allows data to be input or output with a
minimum of program intervention and uses a minimum of computer time to perform
the actual transfer.

The software of the system is designed to minimize wasted tine while
retaining flexibility. Processing is performed in stages which can overlap
in time. In this way, a delay in one stage can be used in another stage.
Buffers used by the processors are taken from a coon pool. This allows
data to pile up somewhat at bottlenecks without slowing down previous steps
in the process. The use of a buffer pool also facilitates the use of a
nuaber of different processing algorithms within the same system.

2.2.1 System Initialization

The system is initialized whenever one of three events occur: (1) the
program is loaded from paper tape, (2) the program is manually restarted,
or (3) the operator hits the abort key. The initialization program clears
all I/0 devices and control tables. It then enables the keyboard and display,
and accepts run parameters typed by the operator. When this data has been
entered, the program performs a number of preliminary calculations of constants
and tables to be :sed later. The program then initializes control tables and
flags for the run mode and starts the data flow through the system.

The system initialize routine immediately disables all interrupts and
stops any I/0 which may be active. All peripheral controllers are then
master cleared. The k;.'vboard and display are both initialized and the displays
are cleared. The iritý.allzation then calls PCIN which initializes the
processors.

The subroutine PCIN performs two functions. It must input any constants
which must be supplied by the operator and then it calculates any fixed tables
and constants which will remain constant during the run. These will include
the FFT bin index table and the y-coordinate table used when generating map
displays. Doin3 these calculations at this time reduces the load later
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when time is at a premium.

When PCIN has finished, the initialization routine enables all interrupts
and peripherals which will be used during run. Processor #1 of mode A is
automatically selected. To start the flow of data through the system, one
buffer of 256 samples is input to initially fill the input buffer. At this
point the initialization routine can link to the executive (SCAN) and the
system will be in the run mode.

2.2.2 Partial Initialization

The operator is able to change various parameters during the run. Some
of these parameters affect the constants generated by PCIN, and some can
affect the input constants for the A/D converter. In the first case, an
abbreviated version of PCIN, called PIN1, is used to update processor
constants. In the second case, the A/D is reinitialized, including the input
of one full buffer. This may be noticed as a hesitation in the data flow as
the one larger buffer is collected.

2.2.3 Executive Routines

The executive routines provide the linkage between the various sections
of the program and assign buffers to the various programs as needed. The
program linkage is done by a pair ot scan loops which monitor the status of
the various programs. Two scan loops are used to prevent low priority tasks
from interferring with the flow of data through the -ystem.

2.2.4 High Priority Scan Loop

The hipb priority scan loop performs the linkage between the various
radar data processing programs and any other high priority programs. This
program scans a list of functions, linking to any active ones. All processing
programs are required to link back to the executive program whenever a delay
is encounterec as well as when they are finished. The processing programs
can link back .n one of three ways:

I) If the program has completed all tasks it must jump directly
to SCAN. This completely removes the program from the scan
table.

2) If the program encounters a delay it must call the subroutine
HOLD. This subroutine stores all registers and sets the scan
link to the subroutine return address. When this happens the
scan is continued from the next entry. Control is returned
to the program on "hold" during the next scan with all registe-s
restored.

3) If a program finds that it is still in a wait condition after

returning from a call to HOLD, the program jumps directly to
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NRDY. This link preserves the hold already in the scan table
but does not register the program as being "active". This is
important since the low priority scan can only be accessed if
the pregrams in the high priority scan loop are all "not ready".

In addition to the routines listed above, there is a subroutine called
PELD which allows one stage of the processor to activate the next stage.
PHLD does not directly execute the next stage, and it does not return control
to the executive routine. All it does is store the registers address and the
proper link address in the scan table entry for the next processor stage. PHIL then
i mediately returns to the calling program. (Note that this may be done
more than once if identical operations must be done on different data sets
during one iteration. Any distinguishing characteristics must be carried
to the next stage via the register contents when PHLD is called.)

2.2.5 Low Priority Scan Loop

When the high priority scan loop is able to complete an entire scan
without finding any active programs, the low priority scan loop is executed.
The low priority scan is advanced only one step each time It is entered.
The only return allowed for a program called from this loop is to BNRD.
BNRD preserves the entry in the table then returns to the high priority scan
loop.

The low priority scan loop links to programs like the error report
program and keyboard processor. Any functions whic- can tolerate a slow
response should be put into the low priority scan loop.

2.2.6 Buffer Allocation

Buffers are assigned to the programs, as needed, from a common pool.
Three sizes are used for the triree basic types of data. A program can get
a buffer assigned to it by calling the appropriate GET_ subroutine. Input
buffers are 512*N words long, where N is the maximum number of range gates
used. Calling GETB assigns one oi these buffers. Double buffers (GETD)
are 512 words long for use as complex or double precision data arrays.
Scratch buffers (GETS) are 256 words long and are used for all buffers 256
or less words long.

The buffers are assigned to a program by storing that program's usage
code to the reference table. When the program is done with the buffers, it
can release all buffers assigned to it by calling FREC with the appropriate
usage code in the A-register. FREC clears all reference table entries equal
to the given code for all three types of ucffer.

If a buffer will be used by the next stage in the processing the cor-
responding usage code must be incremented before calling FREC. Any buffer
which will be used by the display must be assigned a code of 8 to prevent it
from being destroyed prematurely.
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2.3 Keyboard Software

The keyboard characters are input to the computer 'oy the keyboard
interrupt routine. Each time a key is struck, an 4 LIta-rupt is generated

which causes this routine to be executed. The interrupt routine then inputs
the code for the character or function key and stores it into the keyboard
character stack.

The keyboard processor is a low priority program which takes the char-
acters from the stack and acts on them, Each tim. this program is entered
from the executive routine, it processes all characters in the stack. If the chara-
acter is a function, the corresponding function routine is executed. If it
is an alphanumeric character, the keyboard processor first checks to see if
the keyboard is active. When the keyboard is active, the keyboard data table
specifies a character store routine which is used to process the alphanumeric
characters. Otherwise, the alphanumeric characters are ignored.

Keyboard processing of data entires is controlled by a keyboard data
table. This table is set up by the program which requests the input. The
data table consis;s of an arbitrary number of elements the last of which
consists of all zeros. Each element specifies the display coordinates of
the entry, the storage buffer address, and the character store routine to
be used. Each element of the table is associated with one line on the
display and one data entry.

To facilitate the uqe of the keyboard, two subroutines, ITAB and FILL,
can be used for handling a list of parameters. IfAB displays the current
value of each parameter and its label. It then activates the keyboard to
allow the operator to make changes. When the operator pushes the enter key
(EM), ITAB will return with all character buffers updated. The FILL sub-

routine can then be used to convert these buffers to a list of binary values.

These routines will work for decimal numbers only but will scale each entry
independently when converting them to binary. 'his system is used primarily
during system initialization.

Function keys are processed via two function tables. The first table

contains the address of the function routine to be used for each function

key. The second table contains a single constant for each key which is used

as an entry condition to the functio-o routine. This becond table allows one

function routine to handle an entire class of functions.

2.4 Display Software

The digital TV display can only perform one operation during each raster

scan. This means that each buffer, regardless of length, and each command
will require 20 milliseconds to be processed and may have to wait up to

20 milliseconds before it can even be started. For this reason, it is

imperative to be able to stack a nnnber of display operations at any one time.



The display stack consists of a number of four-word entries which are
referenced, circularly, viz two stack pointers. This stack is controlled
by three subroutines. The display interrupt subroutine, DPIN, removes
entries from the stack as they are displayed. The check routine, $DCK, tests
to see if the stack is full. The store routine, $DP0, stores a new entry
into the stack.

Each entry in the stack consists of four words: the display buffer
address, the initial condition word, the EXC coimmand to be used, and the
buffer switch address. When the entry is processed, the first two words
are output directly to the display: the initial condition word specifies the
initial y-coordinate, the disr±ay mode, and selects the display buffer. (See
the section on the display interface.) The third word in the stack entry is
the external command instruction which is executed to start the display
process. The fourth word is stored in DPIN and is used, on the next interrupt,
to clear the buffer busy switch. This can be an entry in one of the buffer
reference tables. In this way, the program generating the display buffer
does not have to worry about calling FREC to free the buffer. A usage code
of 8 is reserved for display buffers to prevent unintentional use of a
display buffer before it has been processed. Note that the display stack
entry is freed 20 milliseconds before the buffer can be used again.

Higher level routines are also available which will generate various
types of display buffers and store them into the display stack. The general
graphics routines DPLT (vector plot) and DMAP (non-linear gray scale plots)
as well as the more specialized PLD2 (x,y) and PLD3 (gray-scale) are available
which will handle normal data buffers. Packed character buffers are handled
by DCAR and display shifts are performed easily using DSFT. The more
straightforward functions such as the screen clears can be handled easily
using $DCK and $DPO. Refer to the program specification sheets for more
details on the use of these programs.

2.5 A/D Software

The A/D converter is handled by two routines, ADIN and $ADI. ADIN is
called during the system initialization. This coutine computes the proper
rate, mask, buffer size and offset values which will be used in processing
A/D interzupts. ADIN also starts the initial input buffer which is always
a full 256 sample,. $ADI is the A/D interrupt routine. This routine tests
t'o see if the last word of the buffer was filled then initiates the next
buffer and sets the iteration mark to start the processing seqjence.

For any given number of channels, nc, and shift count, n., the buffer
address is offset by nc (256 - n.). Using this starting address fills only
the last part of the buffer. The processor can then fill in the first part
of the active buffer with old data from the previous buffer at any time
4uring the sample iteration.
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2.6 FFT Software

The FFT is normally haudled by the subroutine FFT$. This subroutine
assumes that the imaginary buffer immediately follows the real buffer in
memory. The transformed data may be stored in-o the same buffer that the
original data came from or it can be stored in a different buffer. 'rnis
subroutine does not return until the entire transform is complete. It doeL.,
however, call HOLD which will allow other r.rograms to onerate.

FMTS tests for three types of errors which can occur. The first is a
test of the status word to check for hard errors in the FFT processor. The
second test verifies that the FFT is complete when the interrupt occurs. The
third test checks for loss of the interrupt. The last two errors will not
normally affect the validity of the data.

2.7 Data Processors

The data processors are the heart of the system. These routines do the
actual processing and filtering required to produce a meaningful display for
the operator. The data processors are organized as a set of up to five
processing stages. This is done to allow them to make full use of the time
sharing and buffer features of the system. In addition, breaking up the
processor into stages allows some of the stages to be used by other processors
as well.

To give the system flexibility, a library of up to 8 different processors
can be available for use. This library is organized as two banks of 4
processors. The operator can change processors at any time without inter-
-upting the data flow through the system. Selecting different processors
can modify the display format, change the degree and type of filtering done,
or even change to a completely different processing philosophy. A general
description of the control and data flow through a processor follows. For
details on specific processors, see 'he program specifications. (Section 3.1.2.)

The processing sequence begins in the A/D interrupt routine. This routine
sets the iteration mark to indicate that new data is ready for processing.
The executive monitors this iteration mark, starting the first stage of the
processor when it is set. Thlis first stage performs any raw data shifting
required and sorts the data into separate buffers. This first stage can also
perform an M on the data. it. then calls PLD to transfer the data to the
second processor stage. The first processor is still in control and can
continue sorting if more than one range gate is being used or it can clean up
its operations and deactivate itself 1iy :alling SCAN. When the first
processor links to SCAN it will not be executed again cntil the next iterati-on
mark.

The second processor has now been activated end will be executed the
next time the high priority &can encounters it. The contents of the three
minicomputer registers, upon execution of the second processor, will be the
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same as when PHLD was called by the first processor. The three computer
registers are used to pass all necessary information between the two Etages
including the address of the data buffer. The second processor can now
operate on the data, usually reducing it in size to a single scratch buffer
or less. This stage normally performs a number of steps in a single loop
for efficiency. These steps will include Hanning, computing the magnitude
squared, and sometimes taking the log of the data. The higher frequencies
can usually be dropped in this stage to reduce the amount of data to be
processed. In addition, the data is no longer in a complex form, which can
cut the amount of data in half.

When the seccnd stage Is complete, the data is passed to the third stage
which is activated by a call to PHLD. The oecond stage can then be terminated
with a jump to SCAN. This completely deactivates the second stage lmtil it
is activated again by the first stage. Control is passed, in similar fashion,

Sthrough all the stages of the selected processor. When the f4inal stage (not
necessarily the f-lfth) is reached, the process is terminated by linking to
SCRN without a call to PIHLD. This termiiates the last stage without
activating any further stage.

All stages of the processor must follow a few rules. They must link to
SCAN when done. HOLD must be called when a delay occurs and NRDY must be
used if the delay is still true after the first HOLD. Fixed memory tables
should not be used to transfer data from stage to stage since the execution
of the various stages can overlap. All buffers used during a given stage
must be freed or transferred to the next stage by increwenting its usage
code.

2.8 Examples of Data 1zacessing Routines Develooed for this Program

During the course of the program necessary routines were devised for
operation of the Varian data processing system. A listing of these routines
is included in this report for informational purposes only. A complete set
of routines is included in the operation and maintenance manual.
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SURC HYBRID SIMULATION LABORATOR'L SYSTEM

I

2
3 LWL SYSTEM ROUTINES
4 --------

5
6 ALPHABETICAL LIST
-7

8
9

10
io

12 $ADI INT ANALOG TO DIGITAL INTERRUPT
13 $DCK DISP CHECK DISPL STACK
14 $DPO DISP LOAD DISPL STACK
15 $LWL INIT SET UP SYSTEM
16 ADIN INIT INITIALIZE ANALOG TO DIGITAL INPUT
17 BKGR EXEC BACKGROUND SCAN
18 BNRD EXEC RETURPN NOT READY FROM 3ACKGROUND
19 BS KBD BACK SPACE
20 CBDA UT!L CONVERT BINARY TO KBD MIXED
21 CIT2 INIT COMPUTE INDEX TABLE
222 CKMX UTIL CONVERT KEYBOARD MIXED TO Bi;l.ARY
23 CRTC UTIL CONVERT RTC TO MILLISECONDS
24 C•LPT INIT CONVERT MAP LOCUS TO DISPLAY BUFFER
25 DCAR DISP DISPLAY CHARACTER BUFFER (PACKED)
26 DMAP DISP DISPLAY MAP
27 DBUG TEST BACKGROUND PROC. TO ACCEPT TTY AS KEYBGARD
28 DPIN INT DISPJAY INTERRUPT
29 DPLT DISP DISPLAY PLOT
30 DSFT DISP DISPLAY SHIFT
31 EL KBD ERASE LINE
32 EOT KED TERMINATE Y3D MODE
33 ERG KBD ERASE FUNCTION
34 EREP BGP REPORT ERRORS
35 EPRROR UTI'L FLAG ERROR
36 FAVE FSUB SUBTRACT LONG AVE, UPDATE LONG AVE
37 FDIF FSUB CALCULATE SLOPE
38 FF KBD UP LINE FEED
39 FFT$ UTIL FAST FOURIER TRANSFORM
40 FILL UTIL FILL DATA TABLE FROM KBD MIXED
41 FLGI FSLUB LOG OF DBL PREC. Sl'FFER
42 FLT3 FSUB SWAP, HANN, SQUARE, AVERAGE
43 FLT4 FSUB SWAP, HANN, SQUARE, LOG
4.'. FLT5 FSUB SWAP, HANN, SQUARE, LOG, AVERAGE
45 FOFF FSUB OFFSET DATA FOR DISPLAY
46 FREC UTIL FREE ALL BUFFERS ASSIGNED
47 F`WTl FSUB PU.WHITEN (FLATTEN FREQUENCY RESPONSE)
48 GETB UTIL FETCH INPUT BUFFER
49 GETD LTIL. FETCH DOUBLE BUFFER
50 GETS U'TIL FETCH SCRATCH BUFFER
51 GPLT KBD DISPLAY GRID (LEFT SIDE ONLY)
52 GRID KBDS DISPLAY GRID OVE'_RLAY
53 HOLD EXEC FORE GROUND HOLD
54 IFA! IN!T IT TABLES AN, COUTE CONSTANTS

55 IFFT iNT FFT INTERRUPT
56 IKBD INT KEYBOARD INTEkFRPUT



SURC HYBRID SIMULATION LABORATORY SYSTEM

57 ITAB INIT START KBD ENTRY OF LIST
58 KBDP KED DISPLAY KEYBOARD BUFFER
59 KBIN BGP KEYBOARD PROCESSOR
60 KERR KBD RESTART KBD MODE WITH ERROR MESSAGE
61 KHLD KBD KEYBOARD INTERNAL HOLD
62 KINT INIT INITIALIZE KEYBOARD PACKAGE
63 KSAL KBD STORE ALPHA-NUMERIC
64 KSB2 KBD lNIl KBD MODE (WITH OLD VALUES)
65 KSBR KBD INIT KBD MODE `"ORCE NEW ENTRIES)
66 KSDC KBD STORE DECIMAL
67 LF KBD DOWN LINE FEED
68 LOG3 UTIL COMPUTE LOG(N)
69 MOVE UTIL MOVE BLOCK OF CORE
70 NRDY EXEC RETURN !NOT READY! FROM FOREGROUND PROCESSOR
71 PCOO FGP INITIATE PROCESSING SEQUENCE
72 PC14 FGP PROC. STAGE ONE -- UNSCRAMBLE, SHIFT, FFT, PASS TO TWO
73 PC15 FGP NO-OP PROCESSOR, FIRST STAGE
74 PC17 TEST TEST PROC. STAGE ONE -- CONT INPUT, DUrM, SORT, PASS TO TWO
75 PC18 TEST TEST PROC. STAGE ONE -- TRIG INPUT, DUM, SORT, PASS TO TWO
76 PC21 FGP PROC. STAGE TWO -- FILTER #3, COUNT AVERAGE THEN PASS TO THREE
77 PC22 FGP NO-OP PROCESSOR, SECOND STAGE
78 PC23 FGP PROC. STAGE TWO -- FILTER #4, PASS TO THREE
79 PC24 FGP PROC,. STAGE TWO -- FILTER #5, COUNT AVERAGE THEN PASS TO THREE
80 PC26 TEST TEST PROC. STAGE TWO -- FFT, FILTER #3, PASS TO THREE
81 PC27 TEST TEST PROC. STAGE TWO -- PLOT RAW DATA
82 PC31 FGP PROC. STAGE THREE -- LOG, AVE., DISPL MAP, PLOT
83 PC32 FGP PROC. STAGE THREE -- LOG, OFFSET, WHITEN. DISPL MAP, PLOT
84 PC13 FGP PROC. STAGE THREE -- OFFSET, WHITEN, DISPL MAP, PLOT (HALF BUFFEP)
85 PC34 FGP PROC. STAGE THREE -- LOG, AVE., DISPL MAP, PLOT (LOW ARC OFFSET)
86 PC35 ZGP PROC. STAGE THREE -- OFFSET WHITEN, DISPL MAP, PLOT
87 FC36 TEST TEST PROC. STAGE THREE -- LOG, AVE., DISPLAY PLOT
88 PC4i FGP PROC. STAGE FOUR -- CLEAN UP AVERAGE
89 PC42 FGP PROC. STAGE FOUR -- SUBT iONG" AVE., DISPL MAP, CLEAN UP
90 PC43 FGP PROC. STAGE FOUR -- SUBT JNG AVE., DISPL MAP (OFFSET), CI.EAN UP
91 PCIN INIT INITIALIZE PROCESSOR, IN-PU" -LIGHIT PARAM.
92 PHLD EXEC PLANT HOLD (FOREGROUND) -- Ni LINK TO EXEC
93 PINI !NIT INITIALIZE PROCESSOR, NO INPUT
94 PLD2 DISP X-Y PLOT

95 PLD3 DISP GREY PLOT
96 POFF INT POWER FAILURE INTERRUPT
97 PON INT POWER RESTART INTERRUPT
98 RTCI INT RTC OVEFFLOW INTERRUPT

99 SCAN EXEC EXECUTIVE SCAN LOOP
100 SCOM KBD PROCESSOR SELECT
101 SPI KBD INIT KBD MODE FOR SINGLE PARAM.
102 SPIS KBD TERM. KBD MODE AFTER SINGLE PARJ'M. ENTRY
103 STAT UTIL UPDATE STATISTICS
104 STIN UTIL INIT STATISTICS
105 STRP UTIL REPORT STATISTICS
106 SWAP KBD PROC. BANK SELECT FUNCTION
107 SWP3 UTIL SWAP HALVES OF TWO BUFFERS
108 TRG KBD ,MANUAL TRIGGER FUNCTION
109 UBIN TEST UNIVAC BUFFER INPUT (BAZKGROUND)
110 UiNI TEST UN1VAC INTERRUPT
III UINL TEST UNIVAC INTERRUPT (DUhMMY)
112 XSQT UTIL SQUARE ROOT
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3.0 ANALYTICAL STUDIES

3.1 Theoretical Modeling

The successful translation of the frequency-domain data obtainee via the
FFT into a terrain map requires an understanding of the geometry of the radar-
target configuration as well as the meaning of a power spectrum estimate over
a finite time T using in-phase and quadrature phase doppler signals. In this
section, both of these points are briefly discussed in order to help in the
interpretation of the graphs that are presented throughout this report. The
problem of estimating the radar cross section of a target from the power spec-
trum estimate is also considered.

3.1.1 Geometry of the Radar-Target Configuration

Consider an airplane travelling along a straight line at a constant
altitude above ground. The plane carries a radar with an antenna mounted at
right angles to the fuselage, i.e., 900 to the flight vector. As in the actual
experimental configuration, the antenna is mounted on the port side (left) of the
aircraft. Without significant loss of accuracy, a flat earth approximation is
used.

Let the radar have slant range R (measured from the leading edge of the
transmitted pulse to the leading edge of the range gate) and a range-gate width
of AR The altitude of the aircraft is denoted by h. A rectangular coordinate
system is centered on the aircraft as shown in Figure 3.1. Note that the
velocity vector is in the +y direction, and the antenna is mounted along the
positive x-axis. The azimuth angle P is measured from the antenna boresight,
with positive angles having a positive y-coordinate and negative angles, a
negative y-coordinate.

The ground range Rg is given by

R2 = R2 - h 2 = 2 + y2

g s

and the angle between the velocity vector and the range vector, denoted by W,
is given by

S= cos-1 (y/Rs)

The depression angle 0 is specified by the relation

sinO h/R or cosO = R /R
s g s
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Fig. 3. 1. Radar Geometry.
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At this time,

t to 9 g+~ 0 (3.4)

The target leaves the range gate at time

t g+tv (3.5)

where yi, also showni in Figure 3-2, is given by

Y / - C (3.6)

The time-on-target is thus given by ti to. At a negative azimuth angle the

target reenters the range gate at time

R 9+ AR 9+ y
t - t (3.7)

and leaves at time

=R + ARg + (38

0 Vg

Thus, for an arbitrary time,t, a doppler return is obtained from thE target
* olyift 0 <tt 1  or ti < t < I The y-coordinate of the target is

* . give;-. by

y =R + AR v t, (9
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Fig. 3.2. Projections of Radar Geometry.
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The range gate illuminates a semi-annulus on the ground, as illustrated
in Figure 3-2. Note that the trailing edge of the range gate pulse is speci-
fied by Rs + ARs. The corresponding width of the annulus (the projection of
the range gate on the ground) is given by

AR = (R + AR)2-h2 - R2 -h 2

g s S

Note that AR, Ls independent of azimuth angle, so that R + ARg is known as
soon as h and Rs are fixed. g

Let the airplane have a velocity of v ; the ground speed of the plane is
given by vg IVpI, and the radial velocitp of the target with respect to the
plane, by

v v cos 4 r

r g

where r is a unit vector in the radial direction. Referrtng to Figure 3-1, it
is easily shown that

v = I v (y/ x 2 + y + h2 ) (3.2)r r g9R g

= v sin q cos e
g

Assume that a point target on the ground nas a fixed position. If the airplane
flies at a constant altitude h in a straight line, the x-coordinate of the tar-
get will be constant; denote it by xo. Two distinct cases are considered below:
() x < R ,and (2) R < x < R + AR

o g g o g g

Case 1

Let t = 0 be chosen as the time when a hypothetical point target along the
flight path (x = 0) is first illuminated:

The coordinates of this point are (0, Rg + LRg, h), and the coordinates of the
actual target being considered are (xo, Rg + K91 h), as can be seen by re'er-
ring to Figure 3-2. The target at x = Yo is first illuminated when the plane
has traveled a distance Rg + ARg - yo, shown in Figure 3-2, is given by

Yo = (Rg "Rg) 2 - x 2  (3.3)
Y Rg gI c
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and the instantaneous doppler frequency by

f 2v IA (2v /A) (y:R ) (3.10)
d r g s

where
2 X2 + y2R x h
s 0

Case 2

For Case 2, R < xo ' (Rg + ARg), as illustrated in Figure 3-3. The
target enters and leaves the range gate only one time; however, the time-on-
target is significantly longer than for Case 1. Since the inncr edge of the
range gate is not intersezted, Equations (3.3), (3.4) and (3.8) hold for Case 2,
with the time-on-target given by to - to. This situation provides nome inter-
esting possibilities for signal processing, where the doppler frequencl shift
of the target return is taken into account in computing the average rower
spectrum estimate.

3.1.2 Interpretation of the Power Spectrum Estimates

To interpret the power spectrum estimates, the relation between the
finite, discrete FFT and the terrai. illuminated by thL range gate must be
considered. Furthermore, the effect of using both in-phase and quadrature
phase doppler data to form a complex-valued input to the FFT should be well
understood. This problem is discussed in a separate appendix. This section
concentrates on the discrete nature of the FFT, defines the term "frequency
bin," and shows that the azimuth sectors corresponding to a particular bin
vary in size as the azimuth angle varies.

Consider a 256-point FFT with complex-valued outputs denoted by X(n),

n 0,1,2,...,255. Since the FFT produces a cyclic oLtput, it is sufficient
to equivalently consider the set of values

X(k), k = -127, -126, .... -1, 0, 1, 2, ... , 127, 128,

where the relation X(-m) = X(256-m) defines X(k) for k negative. This
particular numbering system is used to represent the double-sided graphs
throughout this report.

Let the sampling rate for the input data be denoted by fs = i/t, and
for simplicity, let N = 256. The index k on the FFT values represeats a
frequency value of

fk = k fs IN = k/(NAt)
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Fig. 3.3. Path of target illuminated bl the range gate at t = 0.
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Only these frequencies can be represented exactly by the FFT. Frequencies f
such that fk-1 < f < fk contribute to all of the FFT coefficients, with the
primary contributions going to the neigh-)o-ing points. With this consideration
in mind, "frequency bins," indexed by ti .nteger k, having center frequency fk,
and a bandwidth fs/N, are defined as a bdnd of freqvencies extending ½f /N on
each side of the center frequency fk" When applied to the doppler return sig-
nals from the radar, the bins are often referred to as "doppler frequency bins."
In the FFT output, there are N frequency bins, and the maximum center frequency
is ±½fs.

With reference to Figure 3.1 and the analysis of Section 3.1.1, the doppler
frequency fd due to a stationary point target is given by (3.2) and (3.10) as

2v
fd - _-& sin ý cos 6. (3.11)

Since the depression angle, e, is determined solely by the slant range and the
altitude of the aircraft, "d t'.an be viewed as a function of azimuth angle, ý.
Holding all other parameters constant, a target at azimuth angle,ý,falls into
frequency bin k if

fk - ½(fS/N) < f d < fk + ½(f /N)

where ½ (fs/N) is the bandwidth of the bin.

From (3.11), note that although the bandwidth of the bins are constant,
the azimuthal sector included by a particular bin is a function cf ¢. An
approximate relation is given by

- d
2v cos ¢ cos eS • g

from which it is seen that the azimuthal segments are larger for small azimuth
angles.

From the above discussion, it should not te assumed that . target will
appear in a single frequency bin This would be impossible for two fundamental
reasons: (1) The target's doppler frequency changes with time, especially at
small azimuth angles, and (2) The inherent resolution of the finite, discrete
FFT is limited to approximately the inverse of the total FFT time.

3.1.3 Improving the Target-to-Clutter Ratio

A significant improvement in the target-to-clutter ratio is realized
with FFT processing due to the partitioning of the terrain covered by the
range gate into doppler resolution cells. For targets positioned such that
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the time-on-target is relatively long, the doppler frequency changes during
the time-on-target interval. For the situation shown in Figure 3.4, the
doppler frequency variation is approximately linear with time, and the target
moves through several doppler frequency bins. One scheme that can capitalize
on this phenomenon to improve the target-to-clutter rati6 is described below.

Let the total time-on-target be denoted by Tt, as shown in Figure 3.4.
The complex.doppler signal (in-phase and quadrature) is 3ampled at a rate,
fs,durlna this interval, resulting In a sequence of data with f, Tt points.
If a FFT were calculated using the complete interval, the energy due to the
target would be spread over several frequency birs. However, if the rFT's
are calculated over shorter intervals, they may be shifted in frequency to
account for the doppler frequency change in the target return in such a way
as to put the target in the same frequency bin each time. An average of
these adjusted FFT's (on a noncoherent basis using the power spectral estimates)
should result in an improvement in the target-to-clutter ratio if the clutter
contributions in the doppler cells are independe.IL. Equivalently, the spec-
tral estimates can be averaged along a diagonal whose slope takes the radar-
target geometry into account.

It is also possible to use overlapping segments for the FFT calculations.
An important parameter in this situation is the number of sample points
successive FFT's (i.e., the number of new data points). This parameter is
denoted by ISHIFT. One criteria for choosing ISHIFT is to require the target
to move exactly from one frequency bin to an adjacent bin for successive FFT's.

This optimization of ISHIFT is discussed in the next section.

-i T

Figure 3.4 Range Gate Projection on the Ground
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3.1.4 Optimizing the Parameter ISHIFT

The objective of this analysis is to find an expression that relates
the parameter "ISHIFT" to the radar geometry in order that a target passing
tangentially through the range gate, as shown in Figure 3.4, appears in suc-
cessive, adjacent frequency bins of the discrete Fourier transform (DFT).
The resulting equation, derived below, is given by

60 R N
ISHIFT - T

where A - sector angle in radians

R = ground rangeg

v = ground speedg

N = number of sample points usea for one DFT

and T = NAt = total time required to sample data (at a sampling rate
of f /At).

s

AO is the sector angle in radians corresponding to the zero-th frequency bin
of the DFT, assumed centered around zero with width Af = fs/N = l/T. At
ground range, R, the sector dimension along the ground track (y-coordinate)
is approximately given by

d = R A4 . (3.12)g

If we desire the target to move exactly one doppler frequency bin in time Ti,
we must have

d = v g (3.13)gi

ISHIFT is defined as the number of sample points unique to each subsequent
DFT calculation, as illustrated in Figure 3.5. For an N point DFT,

T.
ISHIFT = I N (3.14)T

so that the next DFT starts T. ,econds after the previous one.
1
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Figure 3.5. Representation of Time Data Intervails

Equations (3.12), (3.13) and (3.14) can now he combircd to yield

iAý R N
ISHIIFT = -- 

(1---V:: g

which is the desired result. We now consider !,t in more detail. The doppler
frequency fd from a point target at a depression angle and azim~uth angle
is given by (3.11) as

2v
fd cos t, sin Z.

Holding & constant,

2 v
d = -_--_ cos I cos ' L,

which, for sn'all azimuth angles, is approximately given by

2v" = d ccs , . (so.

Fulthermore, the slant range R and pround ranpo R .i late (1 by tnc q, iair.S >

R = R cos 3.1-)
g s
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Thus, solving (3.16) and (3,17) for ,

AAf R AR
ds s (3.18)

2 v R 2 v T R
gg g g

where we have used fd = l/T.

Substituting (3.18) into (3.15),

AR N
ISHIFT s

2 (vgT)z

g
jA R s(f )2 (3.19)

2 v 2N
g

where the relation T = N At = N/f has been used.s

3.1.5 Radar Cross Section

The radar cross section of a target is a quantitative measure of the ratio

of power density in the vector signal scattered in the direction of the re-
ceiver to the power density of the radar wave incident upon the target. Targets
may be classified as point targets and distributed targets. Cue of the required

objectives of this program is the reliable detection of point targets in a dis-

tributed clutter environment (i.e., detection of a standard target in a clutter-

background that may be varied). Inherent in this study is the measurement
of the clutter echo from environments chosen for backgrounds at the frequencies,

aspect angle and polarization used. Although it is common to refer to the
radar crosq section of an object, it is reasonable to point out that radar

cross section depends upon the target shape and material, the angle at which

the target is viewed, and the frequency and polarization of the radar antennas.

3.1.5.1 Standard Target

The point target most prominently used during this program was a square

corner reflector. Its cross section is given by:

The cross section (a) of a square corner reflector1 is:

12 r a 4
ma - 17 (3.20)
max

Barton, David K., Radar System Analysis, Prentice-Hall, Inc., Englewood

Cliffs, New Jersey, 1964.
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For a seven-foot corner reflector at 140 MHz where X 7 ft- a

12 7r a 4

a
2

ci ,(12) (0) (49)

o = 1849 ft 2 _ 171.77 meters 2

The same seven-foot corner reflector at 50MHz where X = 19.7 ft

a 12 r a 4

o f(12) (Tr) (2401)
388

o 233 ft 2 - 21.66 meters2

3.1.5.2 Monostatic Cross Section

A monostatic cross section of the square corner reflector was determined
through an expression using direction cosines. To find the synnoetry angle all
three direction cosines Lust be equal. Thereby, all the angles are 54° 44'.
Therefore, the depression angle of the reflector (when seated on one side) is
350 16'. Further investigation of the reflected energy indicated that the
locus of half power points lie in a loop which makes an angle of 110 9' about
the boresight line (see Figure 3.6). This data was used te determine flight
parameters for data gathering.

3.1.6 Comparison of Theoretical Cross Section to Received Data Cross Section

I Initial attempts to correlate the received data and target •ross section
indicated that the peak received target power in one bin is only a portion of
the total received power needed to calculate the target cross section. T1,ti
portion of the received target power contained in the ei.er.:cntal f'lters or.
either side of the peak power bin must be included, ,.•,e, t!..- ,.""
several bins is added to obtain the total received tar r.t power. rigurt 3.7
represents the power envelope that contains the total received power necess;ar%
for cross section resolution. Computztions of target cross sections require'
the inclusion of a single side band test signal as part ot the •wasure'.e[IL
procedure.
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Decibels Max. Target Return

70 0

Frequency Bins

o -1 1

C • PGwcr Envelope

- i ' Frequency l1z

Figure 3.7 Power vs. Target Doppler Frequency

To caiculate the target radar cro~s section (RCS) by utilizing collected data:

"The received energy can be determined from the radar equation;

PT G'
P

r R (4,)'

Solving for the cross section, and adding the power ratio, u, have

P RR (4-)3- R € .?'

PT G2 'k2 (Power Rat-.)

T i, caiculate the cross section. the target range P) and the power

received (PR) must be derived for cact target.

6i



6 - depression angle

- azimuth angle

- wavelength (ft)

v - aircraft velocity (ft/s)

fD = doppler frequency (Hz)

In order co calculqte the target's true range, we must first find the
depression angle (0), as shown in Figure 3.8.

0 = arc sin (Altitude/Slant Range) (3-22)

If the target is off boresight, then there is a -o doppler frequency
which must be used to determine the target's range. - . following is the
moving target equation:

2v
fD L cos e sin

Solving for sin •, we have

f D X.

s in i, =
2v cos 0

FI ig .hh
path-~4  1 \u•~rcssia Angle, t

Altituoe

iatiget
Azmt Anle '~\ -'~ ...

Si ',

Figure 3.8 Flight Geometry
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Substituting (3.22) for 0, and solving for the azimuth angle, we have,

f
arc sin ~ acD (3-23)

2v cos (arc sin altitude/slant range-)3

If cos P = siint range/target range,

then Target Range = Slant Range
Cos

Substituting (3.23) for qP, we have:

Slant Range
Target Range = cos {arc sin (fX/2v cos farc sin ( altitude/slant rangY- .

This value can now be used directly in the RCS equation (3.21).

3.1.6.1 Target Cross Section from Run 622

A test run was made to determine the cross sect-on of a target from real
data. The following is a computation of the square corner reflect,•r radar
cross section from live data.

SR = Slant Range

DS - Range Gate Dial Setting 1.26

SR = 410 + DS (1542)
Therefore,

SR - 2353 feet

A = Altitude = 1150 feet

e = Depression Angle = arc sin (A!SR) 2q.3

f = Doppler Frequency c larget = 6.4 tiz

Wavelength of Carri- Frequency 7.(.3 feet

V - Velocity of the Aircraft - 199-5 teet/•socond

= Azimuth Angle to the Target

t = arc sin (fOf/ C:, i,) 7./ C
D

TP Target Range

TR = SR sec W - 2373 feet
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SSBP - SSB Generator Power - -12 dBm (Reference Signal)

ATT - SSBP Attenuation before the receiver = 40 dBIP - Difference in Spectral Power between the SSB and

the Target as obtained from the computer printout = -7.77 dB

RP = Receiver Po,;er Input in dB

= SSBP - AIT + AP + 3 dB

= -56.8 dB or 2.104 • 10-6 mW

The cross section can now be calculated.

P Transmitted Power = 3 106 milliwatts

G = Antenna Gain = 3.931.

L = Power P.tio .069

= LRP) .) (Ai47) = 840 feet 2

PT G2 X 2 L

0 0For a lepression angle of 29.3 and an azimuth angle of 7.4°, the square
corner reflector gives a cross section of 840 feet squared.

At this location, for this test run, the corner reflector should have
produced a •ross section of 1050 + 50 feet squared. Comparing the theoretical
cross section to the live data cross section, we fiL.d that there .s only a -•%
difference.

3.1.7 Associated Programmin_ Effort

Two programs have been written to aid in cross rection evaluation:

1. The first program* automatically calculates target cross section
ae a function of azimuth angle.

The program takes previously generated spectra which wr.s stored on
magnetic tape and allows the operator to look at any numbei of these spectra
for a target indication. Once a target indication is noted the operator has
the option of zutomatically or manually processing the data to get the target

*Algorithms and constants are pre.,ented in the Letter Report fcr February 1973.
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cross section. Pertinent data concerning the live and SSB experiment is entered
via the keyset. Two parameters entered are the scanning and averaging inter-
vals. The scanning interval determines the region in which a maxima will be
located, he averaging interval dictates how many elemental filter outputs
each side of the maxima will be stmmed together. Another parameter dictates
the number of spectra to be utilized for the calculation. Once this number
is reached a plot of cross section versus azimuth angle is displayed. A sample
plot is shown in Figure 3.9 as compared to a theoretical plot shown in Figure
3.10. Figure 3.9 indicatet. no cross section arcund 0 Hz. This is due to the
way the spectra are calcu-ated; that is, the Hanning window and the "zeroing"
of the "zeroith" elemental filter.

2. The second prigram increases the target-to-clutter ratio of the air-
borne FOPEN radar. Th. importance of this scheme is that it keeps a point
target in one frequency bin for many seconds. Consequently, a longer interval
can be used to gather data for one FFT. It is also noted that the doubling of
the length of the FFT increases the signal-to-clutter ratio by a factor of two.
This increased sample interval leads to smaller spacing between individual
elemental filters in the frequency domain nd to smaller azimuthal sectors.

The derivation of tiis technique follows:

Let v = aircraft velocity (feet/seconds)F

X = wavelengtn (feet),

RS = slant range (feet),

I t = time (seconds),

and f = sampling frequency 468.75 Hz

Define the index, k, by the relation

t = k Lt = k/f. (3.25)

The return signal from a point :arget, after homodyning, can be represented bV

x(k) = 1(k) + jQ(k) exp {-jnt'} , (3.26)

where B = (2-T/)) (v 2 /R S

Using (3.25) -. :d (3.26), and defining C B/(fs)2, we hive

x(k) = exp {-jCk 2 }.
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We now define the nodulation frequency function, m(k), as

m(k) = exp {+jCZ2 }

Performing a complex multiplication of the two functions, m(k), and the

return signal, x(k), yields

Z(k) = r(k) x(k)

where £ = n + k, and n is a constant.

Z(k) = exp (jCk 2 ) exp (-jCk 2 )

exp {jC(Z 2 - k2 )}

= exp {jC(n 2 + 2nk + k2- _k 2 )}

= exp {jC(n 2 )} - eyp (j2Cnk} (3.27)

The first exponent on the right-hand side of (3.27) is a constant phase term.

The second exponent can be written as exp {j(2Cn)kl, where 2CN i, constant

and k is the time index; hence this term represents a constant frequency.

Taking the discrete Fourier transform of Z(k), we will obtain a single peak

in the frequency domain, indicating the presence of the point target.

Fi, :es 3.11 and 3.12 are representative outputs nf this program with and

without the scheme beipg utilized. Both spectra are computed with 1024

sample points over the same time period. No averaging has been done which

explains the amount of variance noticeable in the spectra. As expected, the

target signal is now a narrow peak (Figure 3.11) due to the modulation scheme.

One also notices that the signal-to-clutter ratio in Figure 3.11 is 3 to 4 dB

better than in Figure 3.12, as predicted.

3.1.8 Theoretical investigations

A number of theoretical investigations were undertaken to determine the

limitations imposed upon the prototype system by the natural and operational

environments. Three of these investigations are included as appendices to

this report. The limitations encountered in this program as in other programs

of a simila: nature were ground clutter, aspect angle and glint reflections.

It is obvious from these investigations and a literature search that the

results of the program could be affected drastically by experimental conditions.
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3.1.8.1 Glint Reflections (Appendix B)

Two isolated experiments Pre summarized here to illustrate tile effect of
glint reflections upon the program.

The first experiment, Number 845, was conducted to resolve tile differences
between the calculated cross section of a stationary parked aircraft and the
measured cross section of this aircraft. Figure 3.13 is a representation
of the problem. The aircraft presents a flat surfact target perpendicular

to the ground.

The glint equation is as follows:

G 16 7 A7 -( ) (3.28)
SG V

A = target area, perpendicular to the ground

"" = wavelength of the transmitter energy

6 = depression angle to the target

An estimate of the aircraft's surface area was determined from a
photograph and a scaling factor applied.

A = side area = 224 square feet

6 = 14.7 degrees

16 49(22 1 sin2  (cO0 - 14.7°) + 48,157 square feet

For Experiment 845, the rau data value of its maximum cross sectioi, was
46,741 square 'eet. The difference between the glint and the raw data values
iniicate an error of only 2Z. Therefore, the large value for the previou' tk~st
was probably :aued by the geometry of the data gathering, where glint return
can change depending 3n the range gate and the aircraft's altitude.

During the lake tests the measured cross section value of the square
corner reilector (from Experiment 619) was 3276 square feet. Calculating tie
theoretical value, using the depression ingle of 19 degrees -nd the positior.
of the corner reflector, the maximum radar cross sertion should Lave bcen 6rfl

Ssquare feet.
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This large raw eata value could have been caused by glint. The following
is the glint cross section equation:

0 (= A2 " sin (900 - 5) (3.28)

x 2

6 = depression angle

A2 = aperture squared

X2 = wavelength squared

For this problem, the aperture of the SCR can be determIned by the flat
plane equation

4 Tr A2

o =
x 2

A 2  (3.29)

Substituting A2 from Equation (3.29) Into Equation (3.28) we have:

GoG = 4 a sin 2 (900 - 6)

if 5 equals fifteen degrees, then the glint cross section is:

G = 2799.6 square feet

The normal reflected energy Phould be added to the glint energy to
p'oduce the final reflected cross section of the target.

Normal maximum cross section of the corner reflector is 750 square feet
and the maximum glint cross section is 2799.0 square feet.

Total o - aG + aCR

a = 3549 square feet
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Therefore, the very large value of the cross section data could have
been caused by the addition of glint reflection to the normal returned
signal.

3.2 Data Processing (UNIVAC)

Concurrent with the development of the radar signal processing hardware
described in Section 2.0, radar data was collected and analyzed using a
general purpose digital computer. The data collection effort is described
in detail in Section 4.0. In this section we shall describe the software
used to process the data and give soua examples of the output obtained from
the computer programs.

3.2.1 Description of UNIVAC Software

Developmental analysis of the radar data base was performed on the
UNIVAC 1]06 computer with the aid of software that utiliz d the interactive
capabilities of the CRT and keyset peripheral devices. Tne primary intent
of thi- section is to document the existence of the various computer programs
and give a brief summary if their usage and capabilities rather than to com-
pletely describe the coding and operation. Much of the software used on the
UNIVAC for this contract was developed under previous efforts, and has been
described in other reports*. In particular, the tape handling and display
programs, and the summary and reporting programs are virtually unchanged
from their previous versizis. The data reduction program, which forms th.e
condensed data tapes EDT's) from the raw (field) data tapes has been improved
and is described in the March 1973 letter report**. The remaining programs
to be described are PPQUA3, XSECT, and SEATAN.

3.2.1.1 PFQUA3

PPQUA3 is the fundamental spectral analysis program for converting
sampled timie duon.ain data ixito the frequencl domain using the Fast Fourier
Transform (FFT). Power spectrum estimates are displayed on the CRT, and
information relating to the absolute power reference of the received signals
is calculated and printed for later use. The paramerers used in forirs the
power spectrum estimate are very flexible and may be varied at the tser's
request. The basic difference between, this program and the spectral analysis
programs of the previous contract is that both in-phase and quadrature phase

* See "Moving Platform Investigation for FOPEN Radar," SURC TR-71-249
November 1971, pp. 59-65.

** Letter Report, "Moving Pldtform FOPEN Radar Prototype Development,"
Contract DAAD05-72-C-02?9, March 1973, Section 2.1.
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data is used to form double-sided spectral estimates rather than using only
a 3ingle channel of doppler information at a time.

The ?rogrdm operates in two distinct, independent phases. In phase 1,
time data from a CDT is processed via the FFT algorithm -- either the soft-
ware or hardware version -- and subjected to a Hanning window to help eliminate
sidelobe distortion. Each time-data sample is a complex number which is
deterained by simultaneously sampling both the in-phase and quadrature phase
channel of the demodulated doppler signal from a given range gate. The
number of prinrR ,,qpd for each FFT, along with the overlap between successive
sets, is variable and controlled by the user. Each .eL of Hanned FFT co-
efficients is then subjected to a magnitude squaring operation and, along
with appropriate header information, i:. written onto vmanetic tape for later
processing either by the phase 2 logic or by other programs. This frequency
domain data set is commonly known as a modified periodogram.

In phase 2, frequency data is read from magnetic tape, smoothed and then

displayed on the CRT under the interactive control of the user. Smoothing,
accomplished by averaging a number of successive periodograms, reduces the
statistical variability of the estimate at the expense of processing resolution.
The result is , double-sided power spectrum estimate of the doppler fre-
quencies returned from a segment of terrain as determined by the range gate,
aircraft altitude and velocity, and the duration of the time data contained
in the average.

3.2.1.2 XSECT

The UNIVAC program XSECT computes the radar cross section of either a
target, distinguished by a pro-;.inent peak in the power spprtrum estimate,
or a given patch of clutter, as determined by a specified azimuth angle.
Spectral estimates generated by the first phase of PPQUA3 are utilized by

* XSECT to perform the indicated operations. An absolute power reference,
taking into account all system gains and losses, is established by perform-
ing a calibration experiment using a single-sideband generator. Actual
received signals, with the gains unchanged, can then bt compared to the
calihration data and ad~ustea according to the magnitude of the power spectrum
estinates. (See Tab B).

The program uses the principle that the power reflected by a giver pdtch
* of terrain (or a target) is equal to the integral of the power speciral denb.ty

over appropriate frequencies corresponding to the azimuth extent of the paten.
The analyst can thus measure -!utter cross section at any azimuth angle ano
compare it to observed target cross sections. The target cross sections are
calculated for various azimuth angle';, which change according to the mution
of the aircraft, and rise to a maximum when the radar illuminates the largest
area. These measurements are useful for determining the probability of target
detection.
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3.2.1.3 STATAN

The UNIVAC program called STATAN attempts to enhance the detection of
a target utilizing sequences of power spectrum estimates generated by phase 1
of PPQUA3. A matrix of power spectral density values with frequency in one
dimension and time in the other is formed within core memory. Taking into
account the changing doppler frequency of a target, a diagonal average is
computed along the matrix. In principle, the target reflections should
exhibit a greater degree of coherency than returns from clutter, and the
presence of the target should be easier to detect. This program is con-
tinually undergoing modifications in its basic algorithm, and is generally
thoub of as experimental.
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PARAGRAPH 3 - TAB A
Spectra Averaging

To average spectra from the same section of ground,data must be obtained
at different times. AL.uming one range bin, a matrix of spectral amplitudes
can be written with each row corresponding to a particular frequency bin and
each column to a particular time. Referring to Figure 3.l it can be seen
that a target takes on a range of azimuthal values, hence a range of doppler
frequencies as it is passed over by the zange gate. if the range of frequencies
"is broken into discrete bins the target will pass through several of these
bins. If time increments are properly chosen the target will pass through one
time increment while being contained in one frequency bin. Moving downwards,
Fig.3.l- yields higher frequencie3 corresponding to angles more forward of the
normal to the platform velocity vector. Moving toward the right yields later
times. Moving diagonally upward and to the right corresponds to the amplitude
returns from a single stationary point object on the ground.

-: ~i ~j /
j Amplitude returns from a

- - - _single stationary point.

Figure 3.14. Target Averaging Relationship

The speed of the aircraft, the sampling --ate, and the number of samples
used to obtain a spectra can be adjusted suc, that the angle of the locus of
the returns from an object will be 450 to Lae horizontal, or 300, etc.
For example, increasing the speed of the aircraft will increase the angle I.
For ease of manipulation, a = 45', or 300 is chosen.

Calculation of the sampling rate which will cause the locus of returns
from a single object to fall or a path of 450 to the horizontal follows.
Doppler frequency is given by:

f = cus 6 sin
D X
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v - velocity of platform

X - wavelength

- depression angle

a ' uth angle (straight ahead 900, ight broadside 00

tn the rear - -qo)

Let Af be the spacing between frequency bins and T ie time used to gather
data for one spectrum: then

1
Af - -

T

Define A& by

2~v
'f C 0o S bJ SirAi

Distance - (velocity) (time)

d - Vt

if a = ',

d - (GR) .-', vT

-O vT!(•="

where GR - ground range

and SR - elant range

S -- cos e sin (vT/(GR))
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I

cos e - GR/SR

vT " vTsin =
(CR) (GR)

Af 2v (CR) vT
S(SR) (CR)

2 v 2 T
Lf X (SR)

L - 2 v 2

T 2 X (SR)

1 !
I n At n

n - number of samples used to obtain one spectrum

At - time between samnies = 1/s

s = sampling rate

S2 2 v 2
-7- = (SR)

5 = n~v / (S2
t,(SR)
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X-7 rt

n - •12

v 120 mph - 176 ft/sec

SR ' 500 ft

then
s 512 - 176 T/_ 1

7 (1500)

s 1242.9 for slant range 1500 ft

a 879.14 for slant range 3000 ft. a - 450, v 120 mph

We can also compute the velocity required to obtain the same 450 locus for
a given sampling rate s

V - / A(SR)/2
n

For example, v - 66.4 ft/sec.

when s - 468.75

n - 512

SR = 1500

For a locus with a = 630, simply set vT 2(GR) 6i

- vT/C
2

Af - 2v s 2 vT

o s 2 (GR))

1 2v (GR) 2 vT

T X (SR) 2(GR)
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1 '• v2

t- X (SR)

12 . (SR)

S n nv ,Al .7 ( •'

Ss ,, (SR)
n

for s 468.75, ),- 7, n = 512, 3? 1500

S468.75 "7 (1500)
512

v - .915 /IO-00

v = 94 ft/sec. for SR 1500 ft

= 133 ft/sec. = 90.5 mph for R 3000 ft.

The same effect can be obtained by shifting forward on the time databy the
right amount, before taking each spectra; this, in effect, is an adjustment of n.

d2
s r.v • (SR)

= - , (SR')

n

let s = 468.75

X - 7

SR = 1500 ft

468.75

n
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v - 3400 ft/sec. SR - 1500 fr
n

v 48000 ft/sec. SR - 3000 ft
n

If v 118 knots - 136 mph - 200 ft/sec.,

n . ... 170 SR - 1500 ft

24000
n . .-. 120 SR - 3000 ft

200

When more than one range bin is present, we can construct a three-
dimensional matrix where the addi:ional dimension is range. See Figure 3.15.

Figure 3.15. Three-Dimensio al Diagonal Averaging

Averaging diagonally within a range plane can be done just as before. We
can take into account the! variation in range with azimuth i'y averaging
elements of our matrix from different range planes.
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PARAGRAPH 3.0 - TAB B

Signal Injection Calibration

Calibration of injected signal was accomplished through the use of a

beacon with knowv% chrascteriszics. Pot theqie tests both an omni antenna
and a directional antennas with 6 dB gain •av used or. the beacon.

The beacon was placed on a platform approximatety 30 feet off the -rcund.

Range to the beacon was determired by st-ing the beacon delay, the radar

delay and the two-way cable deliy and subtracting the total from the delay

of the radar return. This method was checked for a IOC'-foot actual range
and was found to be accurate. The effective range tc the beacon was fournd

to be 840 feet.

The video signal resulting from the transmitting beacon was reasured
(photographed). The receiving antenna was the- disconnected and a calibrated

R' source connected to the radar. The EF power levc. needed to make the video

due to the injected hf source equal to the '.ideo due to the transmitting beacon

was measured.

Applying the radar equation to the beacon data where:

p r CG )2
PT R•PR TTZ

(4 , R) 2

and

PR - power received

P -- power transmitted by b-eacon

C_ - gain transmitting (beacon) antenna

0 R - gain receiving antenna

A = wavelength

R I range

when

PT 1 10 watts

- 6 dB

GR = 6 dB
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S- 7 feet

R 840 feet

P 7.04 x 102 M

R

P R -11.32 dBm

The calculated power incident on the rcIdar antenna is -11.52 dBm. The
magcitude of the injected signal vas measured as -11.0 d~e indicatlug a

successful technique of signal injection. The experimint was repeated with

an omwi antenna on the beacon and again the results closely correlated.
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4.0 DATA COLLECTION

Data collection was accomplished using an alrbxorne mounted FOPEN radar.
The doppler output of the radar was converted to a '.2-bit digital signal,
recorded oz. magnetic tape and later processed on the UNIVAC 1206 computer.

Selection of clutter environments for data collection included:

a) lakes

b) farm land

c) coniferous woods

d) deciduous woods

e) open areas

A corner reflector was constructed and used as a calibrated target.
The ability to comp-ite the radar cress section of a target or patches of
clutter directly from the doppler data was provided through signal injection
prozePurc.

' ýcllowixung sections will describe in e-tail the radar hardware, instru-
i entatici, and data collection techniques used in the Rctual data collection.

4.1 Description of the Data Collection Svstem

The data collection system* is comprised of

1. A FOPFN radar with three range gates

2. A horizontally polarized antenna

3. A data recording system

4. A data processing system.

Figur:e 4.1 depicts the syst=m instruixentation in block diagram form.
Data was collected and procPssed in the follo3wing manner:

The transmitter is used to transmit a horizontally polarize, signal.

The retu-n signal 1. received and processed through three adjacent
range gates with the center range Rate used as the reference for range
settings.

* See also "Moqing Platform investigation for FOPEN Radar," SURC TR-71-249,
November 1971. Section 2.0 Data Collection
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The data recording system accepts six analog doppler outputs which were
multiplexed, digitized and recorded on magnetic tape in a preselected format.
These tapes are referenced as field data tapes.

Data from the field data tapes were read into the UNIVAC 1.206 computer
where they are sorted, compressed, reformatted and stored on new tapes
referenced as condensed data tapes. This process involved using an IBM
compatible tape transport and formatter.

To facilitate locating the given target from the aircraft, a beacon
(cransponder) was positioned at the target site. Titerference with the
target spectrum by the beacon was suppressed by delaying its response.

4.1.1 FOPEN Radar

The instrumentation FOPEN radar is shown in Figure 4.2. It differs from
the radar utilized on Contract DAAD05-71-C-0156 "Moving Platform Investigation
for FOPEN Radar" in the following ways:

1) the additioni of a block of audio gain

2) a change in the radar frequency and PRF

3) the addition of Post boxcar amplifiers to insure
utilization of the full range of the analog to
digital converters.

4) the addition of the Sensitivity Time Control (STC) to
insure a reasonable gain distribution over the ranges
of interest.

4.1.1.1 Transmitter

The tiansmitter includes the local oscillator, the PRF generator, pulse
amplifier and power amplifier. Its maximum power output is 5 kW at a center
frequency of 143 MHz. It operates with a pulse width of 200 nanoseconds at
a PRF of 10 kHz. As noted in Figure 4.2 the transmitter also

provides a local oscillator reference signal to the phase detector.

A second operating frequency was also used. The change of
frequencies required retuning the tran.3mitter a receive: to

operate at a center frequency of 51 MHz, 10 kW n,. num power output, a pulse

width of 200 nanoseconds at a PRF of 10 kHz.

4.1.1.2 Antenna

The antenna used in the data collection system was an American Electronics
Lab (AEL) log periodic antenna with a bandwidth of 100 to 1000 lHz. This

wideband antenna was chosen becaube of a severe video ringing problem asco-
ciated with long antenna feed cables.
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Free space antenna patterns indicate a 3 dB beamwidth of 72 degrees
(see Figure 4.3). The antenna gain is 6 dB.

RPid;ation patterns were obtained after mounting the log pcriodic array
on the aircraft while the aircraft was on the ground and in flight. These
patterns are presented in Figures 4.4 and 4.5, respectively.

Figure 4.4 exhibits a large perturbation on the left side of the pattern
which is attributable to reflections from the air frame. Due to physical
problems involved, the rotation of the airframe could not be held exactly
constant which resalts in the azimuth scale of the pattern representing only
approximate azimuths.

Figure 4.5 indicates an increase in magnitude of the distortions which
can only be a result of the change in attitude of the aircraft in respect
to the RF source. Higher frequency components in perturbations are attlibuted
to either propeller modulation or antenna vibration.

4.1.1.3 Video Amplifier/Buffcr

The original video arplifiers were Guty cycle sensitive which put a severe
limitation on the operator's target location capabilities. The design and
implementation of a non-duty cycle limited DC coupled video amplifier has
resolved this problem. Figure 4.6 is a schpmatic 'f this circuit.

4.1.1.4 Sensitivity Time Control (STC)

The system AGC was replaced by the STC to control RF gain as a function of
range (see Figure 4.7).

4.1.1.5 Audio Amplifiers

An audio amplifier was added tc the radar to insure sufficient dynamic
range in the recorded data. :t is a dual stage amplifier with a fixed gain
of 10 dB in the first stage. The gain of the second stage is controlled
from the front panel in eight (8) unequal increments. The maximum gain of
the second stage is 31 dB. Figure 4.8 schematically presents this circuit.

4.1.2 Data Recording Equipment

The data recording equipment, shoun in Figure 4.9, includes the analoR
control logic, 8-channel multiplexers, buf'er amplifier, analog-to-digital
(A/D) converters, recorder control logic And the magnetic tape Lransport.

The analog control logic controls all the timing required t_ present the
digital data to the tape transport in tOe format shown in Figure 4.10.

The samplirg rate of 468.75 Hz is generated in the recor6er control logic
by dividing the 60 kHz clock by 128. It is synchronous with the clock and is
the input to the sync logic.
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4 Tape Direction

16 15 24 13 12 10 8 6421
0 0 D T j A to D bits

1. Most significant hyte first on tape
2. Most significant bit first
3. The A to D siqn bit is bit 12
4. D represents the dat& instruction position
5. T represents the target instruction position
6. D = 1 implies data are present
7. T = 1 implies target is present

Tape Seauence

B•it Weights

7 6Word Clock 2 26 25 2 23 22 21 2 P Functions

0 0 0 0 0 0 0 0 0

1 0 0 1 T-1 X X X X

10 0 = X X Boxcar 1 Range 1 Q.,
2 X X 1 X X X X X

4 0 0 1 T X X X v Boxcar 2 Range 1 I2 X X X X X X X Y

3 5 0 0 1 T X X X X Bxa ag6 X X X X X X X X Bxa ag

7 0 0 i T X X X X4 Boxcar 4 R-nge 2 1
8 X X X X X X X X
9 0 0 1 T X X X X5 10 X X X X X X X XBoxcar 5 Range 3 Q

10 'I x x x x x X X
6 11 0 0 1 T X X X X 3oxcar 6 Range 3 I12 X X X X X X X X

13 0 0 1 "; X X X X7
14 X X X X X X X X
15 0 0 1 T X X X X Range
16 X X X X X X X X
17 0 0 0 0 0 0 0 0

18 0 0 0 0 0 0 0 0

Figure 4.10. Field Tap,- Format
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The sync logic interrogates the A/D converter and inserts the target
present bit into the data.* The analog counter and the control matrix combine
to sequentially switch the multiplexer through the eight input channels. Thc
output of the multiplexer is connected through a high input impedance buffer
amplifier to the A/D ccnverter. When a commnd is given by the sync logic the
digital conversio2 is made. At the completion of the convfrsion the digital
word is gated to the recorder by the control gate logic. Eight conversions
are made for each PRF interval recorded. Data is recorded every six PRF
intervals.

The three following units are manufactured by Analog Devices, Inc.:

1) Model MOSES 8, multiplexer, an eight-channel device with
100 nanosecond switching time.

2) Model ADC 12U5B, A/D converter, a 12-bit coAverter capable
of accepting a bipolar input with a maximum crxiversion time
of 10 microseconds.

3) Model 148, FZT differential operational amplifier used as
a buffer amplifier for its parameters of 0.01% in 1 ps settling
time and a slew rate of 100 volts per ps.

The recorder is a Recording Designs Limited (RDL) series 10500, continuous,
IBM compatible, nine-track magnetic tape transport. The dynamic range of the
recording system is ;2 dB. Maximum recording time for the eight and one-half
inch reel of tape is about three minutes.

4.1.3 Beacon

The bea'-on aids the radar operator in differentiating the test vehicles
from other targets in the test area and is the only means of insuring
t'st the recorded test data includes the target data.

The beacon, acting as a transponder, is interrogated by the radar and
sends back an R.F. '.iurst delayed by about 1200 nanoseconds. The delay is
included so that the radar may sample the data without interference from the
beacon and the delayed beacon signal produces an unmistakable blip on the video
monitor for assurance that the control target has been located during the
airborne tests. The beacon's transmitted frequency is offset from the radar's
transmitted frequency by 3 MHz to reduce the possibility that the beacon may
appear to be a large target.

*The radar operator, upon receiving the beacon return from the controlled

target, may insert a marker bit in the digitized data words under control
of a manual pushbutton.
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Figure 4,11 is a block diagram of the beacon. Received signals are
amplified, square law detected and used to actuatsý the delayed trigger
(receiver sensitivity is pre-set). The delayed trigger keys the transmitter
to produce the return signal. The included status circuit and meter indicates
when the beacon is being interrogated and is operational by coupling a por'ion
of the transmitted energy into the metering circuit.

4.2 Sybcem Calibr~cion

Calibration of both the analog and digital equipments in the data colle:tion
system is essential to accurate data collection and subsequent processing of
the data. To accomplish this purpose a calibration procedure was devised to
assure daily operational parameters.

This procedure included a pre-collection and post-collection injection
of a single side band RF test signal* of known amplitude and modulated at a
known frequency into the front end of the system. This signal is processed
by the radar and its resultant test data recorded on the magnetic tape for

special processing on the computer.

The procedure provides a total system test and calibration, in effect a
documented means of accounting for changes in system varameters due to temper-
ature changes and aging, in addition to a complete system functional check.

Figure 4.12 is an example of a typical processed test data spectrum. It

indicates a sideband separatPon of greater than 38 dB (at the modulation fre-

quency of 11 Hz) and incidental 60 Hz components more than 50 dB below the

amplitude of the test signal (no 60 Hz visible). System gain may be calcu-

lated by comparing the area tinder the curve with the known input power of

-12 dBm.

4.2.1 Signal Strength Estimation

In order to properly set the various system gains, it is necessary to

establish expected signal strength from the radar environment. Both minimum

and maxim-in signal levels ire required to set dynamic range. The following

section will show in some detail the derivation of the system gaii- parameters.

4.2.1.1 Input Power from a Point Target

From the radar equations:

P .= CC k/(4< Rt LPsig Pt t C ( R L

*See "Moving Platform Investigation for FOPEN Radar, SURC TR-71-249, November

1971.

99



LE z

00

cr-4

ou 0

C.))

CL

z
LU

100



I..
z

Z-4

II

U)

00

00

r-.

-4

'-4

('4
'44

101



where

P ig" system input power

P W I kW - 106 MW - 60 dBm

GT = gain transmitting antenna - 8 dB - 6.3

GR - gain receiving antenna 8 dB - 6.3

a - radar cross section - 1 m

- wavelength - 2.1 m

K - range - 1000 m

L - system loss

Assuming a range of 1000 meters, input power (P g) to the systcm from
a one square meter target is:

P Sg -(70.5 + L) dBm

System losses consist of:

1) Isolator loss - 4 dB

2) Cable loss 6 dB

If the total system loss, L - 10 dB, then:

P = - 80.5 dBin for a target of one square meter at 1000 meters.

Input signal power as a function of Range is plotted (solid lines) in
Figure 4.13.

4.2.1.2 Input Power Due to Instantaneous Clutter Signal

The effective cross section, %IN, represented by a single frequency bin1

can be expreesed as:

aBIN ao A
1A frequency bin relates to the elemental filters .f a discrete Fourier
Transform. The Fourier transform is the principal processing technique
used in the radar processor. Refer to Section 3.1.2.
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where

0BIN - A R O4 (cr/2)

A - ground area represented by one bin - 1175 m2

9
M " square meters radar cross section per square

0 meters area

R - slant range - 1000 meters
0

-6 - frequency beamwidth - 2.25° .03925 radians

cr/2 - gate width - 30 meters

T - pulse width 200 nanoseconds

c - 3 x 10s m/sec

Clutter was assumed to have a radar cross section, ao , of one square
meter per 20 to 40 square meters of deciduous forest

1
For a - -

o 20

0 BlN --L(1175) - 58.75 m2

- 17.7 dB above I m2

For a
o 40

BIN "- (1175) - 29.375 m2

- 15.7 dB above 1 m2

0 BIN - 29 m2 to 59 m2

'Butler, J.E., Reflection and Doppler Charecteristics of Targets and ClutLer,
ZC014-00263-F, (DSD 0209-0011), June 1967, pg. 56, Figure 3.
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The total instantaneous clutter cross section is represented by o and is
calculated by multiplying GBIN by the number of bins. Since the antenna pittern
is not an omni each successive bin will have a decreasing weight. It was esti-
mated that ten bins at full weight could be used to approximate the total cross
section, a . Therefore,

= 0 a BIN= 590 m2
c °BIN

or o for all freque.cy bins is 27.7 dB above 1 m 2 .

Since the system input power, P due to a = 1 m2 is -80.5 dBm, then
the system input power, Psig' due to cutter cross sectionc = 590 m2 is:

P = -82.5 + 27.7 dB
sig

PSig = -56.8 dBm

Input clutter signal as a function of range is plotted as a dashed line
in Figure 4.13.

4.3 Modification of Radar- 140 MHz to 50 MHz

The decision to reduce the operating frequency of the radar resulted in
* changes in comp-nents of the radar.

The major problem involved in this change on both transmitter and receiv=r
was the bandwidth requirement in that a 5 MHz bandwidth at 50 MHz is mcre
difficult to attain than a 5 MHz bandwidth at 140 MHz. As would be expected
changes have occurred in the frequency sensitive pazts and are well documented
in the research notebooks at SURC.

After all changes were accomplished the radar was bench testea and
reinstalled in the aircraft.

Changing the Log Periodic Antenna caused concern over vibration problems
as well as antenna patterns These problems were resolved by stiffening of
the mount, reseating all the elements and subjecting the antenna to a fast
taxi experiment when it was again aircraft mounted.
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5.0 TESTING

5.1 Airborne Dý-ta Collection and Tescing

Several tests and periods of data collection were required to callbrate
the equipment used and collect sufficient data to fulfill the requirements
of the study. This section will describe the tests and data collection efforts.

The "Instrumentation Test Plan", SURC document TR-72-223, provides a
detailed description of the test procedut ±s. Where differences occur between
the test plan and actual data collection, this section will describe tne
rationale for those differences.

The objectives of the flight tests were:

I) to gather data to support the analytical model

2) to extend the data base tc include side-looking
radar data

3) to use the data to determine the detection probability

of targets of interest in various environments

and 4) to use the data to obtain a statistical model of clutter
fnr each of the various environments.

The collected data is also used to evaluate the operation and effective-
ness of the developmental processor.

The rader and instrumentation system used to collect the data is described
in Section 4.] of this report.

5.1.1 Corner Reflector Tests

One of the objectives of the flight -ests was to obtain data from which
the effective cross section of both distributed clutter and point targets
could be determined. To meet this objective a corner reflector with a known
theoretical cross section was constructed for use as a standard target. The
use ef this target allowed data colle':tion and processing techniques to be
evaluated against a known reference point. The Etandard target plus the use
of the beacon transponder provided an increased confidence factor in the data.

The cross section of the sn-are corner reflector was determined analytically
to be 1849 ft 2 .
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The experimental radar cross aection of standard corner reflector (7 ft)
was determined by supporting the corner reflector on a hillcide 700 feet from
the radar. The returned video was monitored by oscilloscope while the corner
reflector was positioned for maxirum video. This was done for both positive
and negative video to assure a ti e peaK-to-peak measurement. The time and
value of the video was then recor ud.

Te determine the level of energy necessary to produce this video,
the antenna was disconnected and the antenna end of the coaxial cable was
reconnected to a calibrated RF source. While observing the video, tht gener-
ator was adjusted until the peak-to-peak level of the video was the same as the
measured video due to the corner reflector. The RF generator output was
recorded. This corresponds to the energy input at the antenna end of the
coaxial cable due to the corner reflector.

Test data was substituted in the radar equations and the effective radar
cross section of the target calculated.

P TG' 2 At
(R 4-)' R

P (4r1)3 R4
A-

t P T G2 '2

where

PR = 4.47 x 10-5 milliwatts

P-, = 15 x 10" wiliiwztts

R = 1400 nanoseconds * c 700 feet

12 2A =49 feet

G = 16

(41T) 3 = 1981

4.47 10 X 1981 x 24 x 1010
A _

L 15 x 10 x 16 x 49

A = 212,521.68 x 10? 18.071 102 feet 2

t 11760

A = 1807.1 square feet radat detected target cross section
t
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The radar cross section of the square corner reflector was found to be 180-
square feet. The theoretical area of the corner reflector is 1849 square feet.

5.1.2 Tests of Aircraft Mounted Antenna,

5.1.2.1 Ground Tests

A series of tests were conducted to provide information on the changes
in radiation patterns of the log periodic array when it was mounted on the
aircraft (wing tip mount). (See Figure 5.1)

Testing was conducted at the airport facilities. An RF source was
connected to a transmitting antenna about 8 ft above the ground and 1000 feet
from the mounted LPA. The aircraft was then taxied in a circle (approximately
100 feet in diameter).

5.1.2.2 In-Flight Tests

Changes in radiation patterns while in flight are obviously of interest;
thereforea series of tests were conducted to gather this informition.

The RF source and transmitting antenna were mountcd at the SURC anterna
test range. The aircraft was flown to an altitude of 2500 feet and a position
of about 10 miles from the RF source. Test runs were conducted by flying the
aircraft past the transmitter in a standard rate turn with a diameter of
about two miles.

5.1.3 Airborne Data Collection

5.1.3.1 Skaneateles Lake Tests

The site of the lake tests was changed to Sk'neateles Lake due to its
proximity to SURC and the availability of boat launching and docking facilities.
Figure 5.2 is a map of this test site.

The tests were divided into three separate subsets. Data collection was
accomplished with the aircraft heading north at various altitudes, velocities
and radar ranges. These parameters are listed in Table 5.1.

The first subset was composed of clutter tests made from the middle of
the lake at three different depression ang)es.

The second subset duplicated the first but utilized the floating
standard target as a radar target.

The third subset consisted of single sideband calibration tests in which
signals of various known levels are injected into the system and data recorded.
Calibration data was recorded for each of the first two subsets.

,

Details of the tests are given in Section ',.i.l.2.
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The standard target was floated on a raft-like platform. The mounting
bracket allowed adjustment of the reflector to three different positions.
For these test6 the platform and reflector were towed into position by an
outboard motoi boat and during the tests the standard target was a minimum
of 100 metets from the shore.

5.1.3.2 Farm Lands

The area chosen for these tests is approximately 20 miles southeast of
SURC, near Fabius, New York. It may be characterized as flat with few trees
and no power or telephone wires. Our designation for this test is the Vincent
Corners Site. Figure 5.3 is a map of this area.

1Te standard target was utilized as a radar target in ground clutter for
these tebts. The single sideband calibration data was taken for ench set of
tests.

The aircraft was flown parallel to New: York State Route 80 with test
parameters listed in Table 5.2 to provide data for a variety of depression
angles.

TABLE 5.2

TEST PARAMETERS

Exp Dep Altitude Slant
# Angle Range

686 12 700 2954

688 13 700 2954

685 12 700 2954

5.1.3.3 Coniferous Forest

The area selected for this test is called Highland Forest and is located
two miles east of Fabius, New York on New YorK Route 80.

The test area is a reforestation area where trees are about ore foot in
diameter, approxLmately 35 feet tali and planted in a definite grid pattern.

Data was collected from the airborne radar using the standard target In
a large ground clutter as the radar target. The standard target was first
located in a small open area surrounded by evergreens; data was taken and
the stapdard target was then moved into the evergreens for further data
gathering. Although the areas in whirb the standard target was placed were
relatively flat areas immediately adjacent had very steep slopes.
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Difficulty was encountered in maintaining constant flight paths due to the
paucity of landmarks.

As ir previous tests the single sideband calibration data was takea after
each set of data.

Figure 5.4 is a map of thc area and Table 5.3 lists the pertinent test
parameters.

TABLE 5.3

CONIFEFOUS FOREST TEST PARAMETERS

Exp Dep Alt Slant

Angle Range

792 21 950 2661

793 21 950 2661

795 21 950 2661

798 22 1000 3108

5.1.3.4 Deciduous Forest

An area known as Happy Valley Game Management Area was selected for this
test. It is located approximately 10 miles north of Oneida Lake, New York
and 6 miles east of Route 81 (Figure 5.5).

This site was selected for its level surface covered with young first
growth deciduous trees about 4 to 6 inches in diameter and approximately
30 feet high. There is heavy underbr'ish in the area.

Flight tests were made over part of this area located one mile east of
Howardville, New York on Route 126. i'wo flight paths were used, one with the
aircraft following a northwest course approximately parallel to Churchill Road
and Barber Road. The cecond path required the aircraft to fly approximately
east northeast nearly bisecting the first flight path.

The radar target for these tests was a jeep and the sta,.dard target.

Table 5.4 outlines the Lest parameters for the Deciduous Forest Tests.
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TABLE 5.4

DECIDUOUS FOREST TEST PARAMETERS

Exp Dep Alt Slant
# Angle Range

880 15 500 1960

881 20 700 2040

882 25 900 2100

883 30 1100 2200

884 34 1300 2300

885 38 1500 2420

886 42 1700 2540

5.1.3.5 Aberdeen Proving Ground

Airborne radar tests were conducted at Aberdeen Proving Ground, Maryland
to determine the effective radar cross section of selected targets.

As in previous tests the target area was verified by using the ground
beacon. For each of two targets, placed in an open area at the end of the
runway shown in Figure 5.6, data was collected for 3 depression angles while
flying the aircraft in an approximate southerly direction. Data collection,
in this case, occurred when the targets were approximately perpendicular to
the port sldp of the fuselage.

Clutter data was collected of the runway 22 area and the forested area
between range 9 and the dynamometer course on the tank access road. The
first of the clutter data collection tests of the forested area was made with
a- -etended range gate while subseq.ent data collection was accomplished at
normal r.nges and altitudes.

Data was collected using a UHID helicopter, setting on the ground, as the
radar target. The turning rate of the rotors and altitude of the radar plat-
form were used as changing parameters for the tests. Data was collected at
1500, 1000 and 700 feet, The tail rotor was turning at a rate of approxi-
mately nine times that of the main rotor. Thei main rotor was turning at one
of two fixed speeds (275 or 325 . The t!VID !e'icopcer was positioned on a
pad near the south end of runway 22. During the first data run an Aero Commander
(N 2268B) was on a pad just south of the target helicopter.

As in all previous tests data from the calibrated single sideband source
was recorded.
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Table 5.5 is a list of the Aberdeen Proving Ground Test Parameters:

TABLE 5.5

ABERDEEN PROVING GROUND TEST PARAMETERS

Exp Dep Alt Slant
i. Angle Range

835 16 700 2970

836 16 700 2970

845 17 700 2760

815 27 700 2220

820 53 1000 1813

5.2 Data Collection at 50 MHz

Late in the program a carrier frequency change allowed airborne data
collection to be accomplished at 50 MHz over the tests areas designated as
the Vincent Corners area and the Swamp Road area. The Vincent Corners area
is described in Section 5.1.3.2.

The Swamp Road area is a heavily wooded, zwampy area with a well defined
clearing (a small grass airfield) as shown in Figure 1.6. A dipole was
positioned in this clearing for use as a standard target.

The objective of the test was to compare the cross section from these
areas with the cross section as derived from the tests conducted at 140 MHz.

The following tables ouLline valid flight tests parameters made at 50 Mhz.
Table 5.6 encompasses the Swamp Riad Tests and Table 5.7 the Vincent
corners data.
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TABLE 5.6

SWAMP ROAD AREA TEST PARAHETERS

Experiment No. 2047 2048 2049 2050 2051 2052 2053

Velocity A/C 187 3i7 187 187 187 187 187

Altitude 690 760 820 820 820 860 1000

Slant Range 2115 2327 2542 2343 2159 2650 3063

Ground Range 2000 2200 2400 2200 2000 2500 2900

Depression Angle 190 190 19" 200 220 190 L90

Flight Path A A A A A B B

Tuo flight paths were used; flight path, A, was along Swamp Roads
flight path B was offset 500 feet and parallel to Swamp Road.

TABLE 5.7

"VINCENT CORNERS AREA TEST PATAMETERS

K Experiment No. 2054 2055 2056

Velocity 187 187 187

Altitude 995 920 860

Slant Range 3064 2850 2650

Ground Range 2900 2700 2500

Depression Angle 190 190 190
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6.0 AIRBORNE DATA COLLECTION

The objectives of the flight test portion ot the study were to gather

data to support the analytical model, to expand the data base, to determine
the detection probability of targets of interest in various environments
wid to establish a statistical model of clutter for each of the various
environments. The radar used for the data collection should be an integral
part of the fielcable prototype system.

6.1 Cross Section Measurements

Although it is common to speak of "the' radar cross section of an obiect,
it is well known that radar cross section depends upon the target shape and
material, the angl2 at which the target is viewed, the frequency of the radar
and the polarization of the radar system antennas. In making cross section
measurements on this program a concerted effort has been made to keep these
parameters fixed, however, it is acknowledged that flight paths and depression
angles may vary between successive experimental runs. These variations may
markedly change the clutter echoes and the glint reflections which causes
apparent erratic results. The change of radar frequencies was proposed as
an aid in resolving the target to clutter resolution problem.

6.1.1 Cross Section of the Standard Target

The reliable measurement of a standard (point) target in a cluttered
backSround (distributed target) is of particular interest to this program.
Utilizing the restlts Of L.,e Skaneateles Lake and Vincent Corners tests
it is obvious that the standard target radar reflections can oe discussed
and are separable from the different background clutter echoes. As described
in section 5, the backgrounds are (1) a lake surface, and (2) open fields
with hedge rows, fence lines, roads and small forested areas. (See Table 6.1
for comparative test results.)

6.1.2 Lake Tests

The processed lake data exhibited horn--like peaks at high doppler
frequencies. The peaks were attributed to wave crests which are perpendic-
ular to the direction of the radaý transmission and occur for those signals
transmitted directly to the front and to the rear of the aircrafts flight
path. This wave motion on the lake can produce higher frequ:encv doppler
returns which approximate the expected doppler from the standard target. A
method of averaging successive spectra was devised to eliminate the horn-
like peaks from the processed data.

6.1.2.1 Elimination of Horn-Like Peaks in Processed Lake Data

The following series of spect. a show the peak due to the corner reflector
on the lake sliding from positive to negative frequencies. The spectra were
computed such as to minimize the horn-like peaks at large (+50 Hz) doppler
frequencies. These horn-like peaks were experimentallv shown to be due to
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I
TABLE 6.1

MEASURED CROSS SECTION OF TKE STANDARD TARGET

Cross Section

Exp Dep Alt Slant Theo. Meas.
# Angle Range ft 2  ft 2

6191 19 1000 1150 600 3276

622 31 1150 700 840

632 40 2000 800 200 181

6852 12 700 900 300 1532

6862 12 7 0 900 30C 1547

6882 13 700 900 300 1286

IGlLnt cross section is computed as 2799 ft 2 which may account for the large
measured value.

2Glint reflections or the addition of the cross section of the truck on which

the standard target is resting accounts for the large measurement.
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wave crests which are perpendicular to the direction of the radar transmission
and occur fcr those signals transmitted directly to the front and to the re.ir
of the aircraft's flight path.

A method used to eliminate the distracting horns is described below.
Compute the average of K successive spectra (K - 16 was used), where successive
spectra may use partly redundant time data -- 7/8ths redundant in the case
being considered. Then compute the average of the next L successive spectra
(L - 16), and subtract the two averages. This procedure is repeated for the
second subtracted spectrum by taking the starting point for the first sub-
tracted spectrum and moving forward I data records before starting on the
second, for the spectra shown in Figures 6.1, 6.2, and 6.3 for I = 4.

Averaging 16 spectra yields a wide peak as shown in Sequence 85 . The
second subtracted spectrum, Sequence 88, has the peak due to the corner
reflector slightly closer to the origin. Sequences 91, 94, 97, 100, 103
and 106 show the peak moved to the left. Sequence 106 shows a reduction in
subtracted clutter signal from the previous spectrum, indicating that the
target is starting to slip out of the range bin. Sequence 109 shows an
even greater decrease in the peak due to the corner reflector; in addition,
a peak at positive frequencies corresponding to a direction slightly ahead
of the port wing c" the aircraft is beginning to build up. This may be dLe
to the edge of the lake beginning tc get into the range bin toward the end
of the run. Sequence 112 shows little residue from the target; no edge of
lake peak is apparent. The rest of Li,- spectra have no significant peaks.

6.1.2.2 An Examination of the Variation of Lake Clutter

The following series of clutter spectra show the effect of using nearly
the same data for adjacent spectrum estimates. These spectra are from
Experiment 622 (lake data) prior to the time at which the corner reflector
appears. Seven eights of the time data used for one spectrum is aisc uiled
foz the next.

Figure 6.4 shows the average of all 89 spectra. The peaks on eiýher side
are due to the strong return from wave crests which are perpendicular to the
radar. The center peak is primarily due tc the presence of the target :n
the latter spectra.

Figure 6.5 is the first of 89 spectra obtained from Experiment 622, and
Figure 6.6 is the -cond. Seven-eights of the time data used to forul the
spectrum of Figure 6.5 is also used to form the spectrum of Figure 6.ý, and these
two curves are overlayed in Figure 6.7. Note that the differe-'ce in power at
various frequencies averages to about 2 or 3 dB, but varies by as :•ich as
30 dB at some frequencies. Now compare Figure 6.5 with Figure 6.8. These two
spectra are obtained from blocks of time data which are ad;ac-?aL. A comparison
of these two spectra reveals an average difference in power of 3 or 4 dBm, as
shown in Figure 6.9. This is comparable to the difference in the spectra
obtained with data which was seven eights redundant. The reason for only a

Sequence (SEQ NR) regers to the group number located in the upper right hand
corner of all spectral plots. 123
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slight increase in the difference in the power spectra is that this pal'icular
clutter has a degree of short-term stationarity. The clutter in this case
is due to lake return.

6.1.3 Vincent Corners Tests

Data is included in section 6.3.

6.1.4 Highland Forest Tests

A set of four tests were performed at the same depression angle over
the same area (approximate) in an effort to obtain repeatable clutter cross
sections. The results of these tects are:

Table 6.2 Highland Forest Data

Exp Dep Mean a Var Exp
Angle (ft 2 ) o (ft 2 ) Dev

792 21 24711 .61 16377 +.058

793 21 30204 .564 16118 +.057

795 21 32874 .613 21368 +.075

798 22 38650 .613 24246 +.073

The repeatable measurement of a was not attained which may be attributed
0to (1) difficulties in flying exact paths, (2) the effect of wind on the trees

and backscattered energy, (3) differing reflections from steep slopes and (4)
perhaps an RFI cendition.

In this case the collected data did not correlate with the statistical
model while similar measurements of coniferous trees in the Vincent Corners
area did fit the model. Therefore, either the resulting data from these
experiments or the model for this environment are suspect.

6.1.5 Happy Valley Tests

These tests were conducted to determine the effect of depression angle
(therefore aspect angle) on the clutter cross sectio.. of a deciduous forest.
The results are:
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Table 6.3 Happy Valley Data

Exp Dep Mean a Var Exp
# Angle (ft 2) 0 Dev.

880 15 5141 .134 3313 +.0163

881 20 1411 .036

882 25 867? .199 6153 +.027

883 30 5793 .121

884 34 4635 .089 2A59 +.009

885 38 1806 .031

886 42 9363 .145 5685 +.017

As may be expected there appears to be no correlation between deiression
angle and cross section. The widely varying cross section is attiibutable

to the inability to fly over the same path each time.

6.1.6 Aberdeen Proving Ground Tests

The tests performed at the Aberdeen Proving Ground (APG) were hampered

by poor flying conditions, however, some interesting results are presented here.

6.1.6.1 Runway Clutter

Clut°.er cross section measurements were taken of a runway and the area
immediately beyond. The aircrift was flown at 1000 feet at 127 miles per
hour. The pertinent calculations revealed,

Table 6.4 Runway Data
Dep Mean Vat Slant

Angle (ft:) Range

530 481 664 1813

6.1.6.2 Tank

The radar was utilized in this case Lo illuminate the tank and record
the return signal. In this case no attempt has been made to define its
cr.ss section because (1) the dimensions of the tank are unknown, and (2)
the many reflecting surfaces -ause irregular!ties in the returns. Figure 6.10
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is a plot of cross section values versus azimuth angles.

6.1.6.3 Aircraft Tests

Tnis series of experiments indicated that Glint Cross Section measurements
are repeatable and large. Figure 6.11 indicates the results of the tests
which had the following parameters,

Table 6.5 Aircraft Test Parameters

Exp Dep Alt Slant
# Angle Range

835 16 700 2970

836 16 700 2970

837 17 700 2760

The high value cross section measurement shown in Figure 6.11 agrees
closely with the theory presented in Appendix A and therefore is attributed
to Glint Cross Section.

6.2 Correlation of Targets

Experiments show a close correlation between the observed terrain and
the processed data. The following figures are but one example. Figure 6.12
is a maD of the Vincent Corners test area. Figure 6.13 is a photograph of the
test area showing the range bin position just prior to reaching the target.
Figure 6.14 is a photograph showing the range bin positioned directly on the
corner reflector target. The two photographs show the flight path and position
of the standard target. Figures 6.15a and b are corresponding spectra of the
data taken at the time of the photo. The first spectra (Figure 6.15a) shows
little radar return over pasture land and then a large point target when the
standard target is in the range gate.

6.3 Data Reduction by Observed Terrain Type

To confirm the correlation bet.jeen the observed .errain and the c3llected
data, the Vincent Corners Experiment (685) data was further reduced and tabu-
leted as follows in Table 6.6:
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Table 6.6 Vincent Corners Data

* Terrain Description First Record Freq. Range 0
cps.

I. Open field-flat 49 -10 to 10 0.000013

2. Open field-rclling 49 20 to 50 0.0013

3. Woods 61 15 to 25 0.17

4. Same 89 5 to 15 0.15

5. Same 97 -5 to 5 0.10

6. Hill with scattered trees 17 -10 to 10 0.046

7. Same 25 -25 to -5 0.032

8. Field (unknown target) 65 -40 to -30 0.019

9. Same 73 -35 to -25 0.028

Sis the radar cross sectioz per unit area of terrain surface.

Each cross section shown- is the post square average of all frequency points
within the frequency range shown. Each frequency point is the post square
average (over time) of 8 Ffis with I shift-64.

The terrain may be further described as follows:

1I Oper fleid-flat. The lowest cross section observed a, the Vincent
Coniers sight and apparently represents very flat land free of
vegetaLioii, buildings, foces, etc.

2. Open field-rolling. Pasture xand wi.h very few trees and no buildings.
The land was gently rolling, the maximum angle of inclination being
about 10-15*. There were several small ravines or gullies, about 8 ft.
deep, with sides sloping at an angle of 20 or 30 degrees with respect
to the horizontal. There were several small fence.- of the electrical
type. The radar cross section values measured here are typical of
those found for pasture land in the Vincent Corners area.

3. Woods. A rather heavy stand of hardwood trees. Tha trunk diameters
were about 1 ft. at the base and they were about 35 to 45 ft. tall.
The mean spacing between trunks was about 8 to 10 ft. There was very
little undergrowth.

6. Hill with Scattered Trees. Really two little hills, about 300-400 ft.
high with a scattering of fairly large trees at the top. The slopes
were quite steep, perhaps 60° or so.
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8. Field (unknown target). This field yietded a somewhat larger radar
cross section than most fields in the area. There were no hills, trees,
or other obvious targets on the field. This field was no* searched on
foot (as were most of the other areas in this study), however, the
topographical map zhows some indication of a ravine type structure
wbich may be responsible for the large-. cross secrion.

Terrain samples marked "save" are adjacent and of very similar type to the
preceding sample.

The expected standard deviation due to random scattering may be computed
(at least for uniformly wooded terrain) from statistical theory, as shown
in the report 'MovinR Platform FOPEN Radar Systems'. For example, for t:arget
number 3- woods-, the final average contains about 80 FFTs. Since they are
overlapping in time, about one half of them may be taken to be statistically
independent. The expected standard deviation is therefore l/4Fr'-4 or + 16%.
This is about t'-e standard deviation of the three points reported for wooded
terrain, hence, orq may attribute the observed difference between points to
random scatterings effects rather than vegetation density variation. The
expected standard deviaLion for the other targets is more difficull to compute
but is probably of about the same magnitude.

It is clear then that the large difference in cross sections measured
for different terrain samples actually reflects differences In terrain t0,e
and is not just due to the random nature of the scattering process.

6.4 Cross Section Measurements at 50 M{z

6.4.1 Standard Target at 50 MHz

The standard target chosen for these tests was a halfwave dipole. The
simplicity and small site were governing factors in this choice. The
characteristics of this target are as follows-

Length = .47 = 9.02 feet
Diameter = 2.0 inches
Bandwidth = 18% (approximately)
Cross Section (dipole) = ad - G('.83x,2 ) = G(309) ft 2

Ground Effect =G = 16 sin4 /21- sin

where 1, = height of dipole abo,,e ground

= e.evation angle of aircraft.
4 2-:H sin-)

as an example: G 16 sin4  ,

when H - 8 ft: -- 19.3 ft; 9 200

then C - 5.83 2
and ad. (5.83)(309) - 1802 ftL

143



The following (Table 6.7) are typical results from data collected during a

Swamp Road flight test at 50 MHz (experiment 2049), During this experiment the

one-hailf wavelength dipole was placed in an open flat area. The dipole was

suspended 12 feet above the ground and can be expected to provide a target

with a calculated (ground plane effect included) cross section of 4,421

square feet.

For experiment 2049 the outer range gate was positioned such that the

target passed through the range gate twice (the normal range from the target

to the flight path was less than the actual range gate setting - see Figure 3.3

where X is less than RS). The followtng cross section values of the dipole

wcre de~ermined from the data.

Table 6.7 Swamp Road Data

Deg. of Wavelcngth Cross Section Ft2

+17 2040

+14 3415

+11 3287

+ 8 202Q

- 2 1820

- 5 3300

- 8 20N0

The data shows an experimental cross section ranging from 1820 square feet

to 3145 square feet. Expected angular dependence1 of incidence from normal

yields od varying roughly as cos -. Since the experimer.tal and theoretical

data correspond fairly well, it is reasonable to assume that the radar

calibiatin is _jt•eczt and that clutter cro:,s section meastrements are there-

fore valid at 50 .iiz. Validitv of the -asurements at 140 44z was thoroughly

established as described in Section 3.i.5.

6.4.2 Processed Results at 50 MHz Tests

Data collected during the various experiments was processed in two

different ways. The data was displayed and cross sections were couputed.

Reference - Methods of Radar Cross Section Analysis - Cuspen & Siegel,

Academic Press, 1968, p. 109, angular distributions of wire responses.
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6.4.2.1 Displayed Data

The radar map of the target area was encouraging. The dipole target
was definitely discernible from the surrounding clutter. Prior experiments
(at 11-0 M?4z) to observe a target in the same clutter had been marginal.

* b.4.2.2 Cross Section Computations

An inspection of the computed cross section measurements indicated an
improvement in the clutter cross section of at least one order of magnitude.
The measurements of clutte: cross section must be termed relative measurements
at this time due to (1) the limitations c4 time restricted flight test time
and, (2) it was not possible to locate the dipole target in more than one
area to establish a confidence factor in repeatable measurements.

6.4.2.3 Vincent Corners Measurements

Experiment 2055 yields typical data for Vincent Corners (See Section 5.1 3.2
for description of test area). Of particular interest is the radar cross
sections of a boot-s-iaped forest just east of Waters Road, which i3 well knoan
from the test data at 140 MHz.

The average of eight (8) power spectral density estimates of a simple
frequency bin was used to find the mean radar cross sections per frequency
bin of the woods at Vincent Corners. The mean was decermined from the
averages of four (A) adjacent frequency bins.

The results are ai. a~ithmetic mean cf the equivalent clutter cross section
per bin of a bin = 330 ft'.

Table 6.8 is a list of computer calculated cross sections for frequency
bin number minus two (-2). The bracketed rum" ý.:s include the boot-shaDed
woods which on the average are significantly Jai.- z than for the pasture which
precedes and follows the forest data.

The clutter cross sections per unit area (-) calculated from the mean
cross sections is 0.022 as comared to -: .15 .- 140 MHz (See Section 6.3).
This is a reduction in cross section by approximately a factor of 7.

6.4.2.4 Sw__aL- Road Measurements

Experiment 1019 represents data collected at 140 MHz cv-r tiAe Swamp Road

site. The arithmetic mean of the equivalent :lutter cross seztions per bin for
this exIeriment is o, bin = 4650 ft 2 . The maximum value of - bin is aboutS 7600 ft . This is eqaivalent to a '_ of about .84.

b Data from approximately the same geographic area at 50 "u.z is represented

by experiment 2049. The arithmetic mean of the equivqient clutter cross
section per bin for this experiment is - bin -- 400 ft'. The maximum a bin
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Table 6.8. List of Computed Cross Sections

rLXP NO, 2o5t VAR NO, 5 . egO. PO&#4I$ ..£4 PRI(•E") ',.6
iPuINT= 2 ISHIFT. 171

SNU.OFj ibT NCRM. SCAN CROS REC. AZ. DOP.
(NO. ifLC RtC CONSTANT LIM. SEC, POWER ANG. FREQ. NBIN

I 4OU 48.24 - TO - 1.019 -67.71 -8.66 -2.75 1
ie-7 1 el 46.o9

-l To -4 2-198 -80.42 -8.66 -2.75 1

c- .2 52.03
-e TO -2 74.581 -65.11 -8.66 -2.75 1

-T TO -e 1,;.155 -72.65 -8.66 -2.75 1
L. u 4 4C5. 4D

-..) -• 134.625 -62.55 -8.6b -2.75 1
* ~ 53.2,11

13 --- 53e.53t -56.57 -8.66 -2.75 1

-c TO -e 3.080 -78.95 -8.66 -2.75 1

TO - q 30.151 -54.15 -8.66 -2.75 1

- l) -= 12o..954 -62.82 -8.66 -2.75 1

4. Tj -• '3.225 -67.4A -8.66 -2.75 1
•Jo • U 5 1.9

T) -c 13Li.163 -62.56 -8.o6 -2.75 1

-L TO -4 22o.250 -60.29 -8.6b -2.75 1

-T 14.984 -72.08 -8.6o -2.75 1

-• .. -c 9.962 -73.85 -8.66 -2.75 1

% 1Q -4 20.751 -70.o7 -8.66 -2.75 1

3- 13 -4 7.646 -75.00 -8.66 -2.75 1

- - 145.260 -62.21 -8.56 -2.75 1
L ± 47 J

-, -e 3.127 -78.89 -8.66 -2.75 1

-L -T 1G.379 -73.67 -8.6t -2.7E 1

-2 T3 -• 10.937 -73.49 -8.66 -2.75 1
14o i eU 48.24

-1 T -T 144.557 -62.12 -5.76 -1.83 1
147 I u .

-1 T3 -I 5U.-22 -66.67 -5.76 -1183 1
i~o i z 52.0ý

-1 Tv - •d.448 -66.87 -5.76 -1.83 1

14-9 e 4 -- 8A.?f-6 -4)4 .C2 -5.7t -1.53 1
-1 10 -± 9o.,119 -t3.67 -5.76 -1.83 1
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22
value is about 900 ft 2 . The equivalent a is about .03 with a maximum value
of Go being .07. This represents a reducton in clutter cross section by a

factor about 28 due to the frequency change.

6.5 Comparison with Existing Data

It should be mentioned that the cross section results quoted in this
report are seriously in conflict with those obtained by Control Ddta Corporation.
For example, the value of a reported by CDC tor dense trees at 200 depression
angle and a carrier frequency similar to 51 MHz is about 10-4. iL'.0 10 two

to three orders ot magnitude smaller than the results obt-.ined here. The
system used for the SURC measurements was carefull1 cal .brated and aood agreement
was obtained in a measurement of a standard dipole. hence, it is not
considered likely that our meascrements are seriouty in error.

Of coucse, t1-ere is a great deal of diffrzence between woods and the
label "dense" is rather vague, however, SUP". results seem to be, in general,
several orders of magnitude larger than -OC's.

The source of this discrepancy is not at all understood. It should be

noted that the CDC results were taken without any focusing and from an

altitude of about 10,000 ft., making each measurement bin about 5 miles wide.

Therefure, it must be very hard for them to know just what is in thp -easurerdent

cell. In the SURC experiment. the measuxement cell is only a few hundred feet
on a side and the targets stands of trees were c4refully checked from the

ground. Hence, it is felt these results are somewhat more reliable than CDC's.
However, the discrepancy rcsalns disturbing.

1"Backscatter Analysis," by R.A. Zuck, Control Data Corporation. Report

Number AFIRL-TR-73-0212.
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"7.0 STATISTICS OF CLU-rER SIGNALS

7.1 The Model

This section is a review of the basic theorems dealing with the addition

of random signals. This informa'.: is used to describe the statistical

properties of the backscattered -r signal from vegetated terrain. It is
ia order first, therefore, to conszruct and work within a model of the

vegetated surface.

The surface should be flat or gently rolling. Perfectly flat ground

produces no backscatter except at verttcal incidence. If the terrain is

slowly rolling, such that the tangent to the surface changes little over

distances of the order of a wavelength and no portion of the surface is steep
enough so as to be normal to the direction of propagation of th,: incident

radiation, the backscattered energy is still vely small. If such terrain
is covered with reasonably dense woods, the backscatter from the trees

greatly exceeds that. from the surface of the ground itself. Therefore, we

will neglect the contour of the land and assume it to be flat. For very

rough terrain, there is large ground backscatL-r and therexore the vegetation

may be neglected. This problem is treated in standard wcrks and will not be

dealt with here.

it seem• reasonable to Lake as a model, then, a flat surface with

scattering objects distributed randomly upon its surface. The nature of

these objects need not be specified, they could be trees, rocks, etc.

The assumptions we must make are as follows:

1) The location of the objects on the surface is tinly random.

This means their positions are uncorrelated; the position

of one object has no effect on the position of any other.

ihis is probably a very good assumption for a forest but

would be no good at all for an orchard.

2) That it is possible to speycify an average radar cross section

for each species of object tinder consideration and that this

average be stable. Since the radar rross section is a positive

definite quantity, this condition is always met in practice.
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3) That the number of each significant species of object per
resolution - '1 be large. By significant species, we mean
those species which cont ibute a slgDificant portion of the
total radar backscatter. For example, the trunks of large
trees are the dominant scatterer in many cases of interest.
Since there are usually a fairly large number of trees ia a
resolution cell, the conditior is satisfied. On the other
hand, an object with a large vertical facet, 6ucb as a cliff
or a ravine, can easily have a radar cross-section larger
than many trees. As there would probably be one such object
in the resolution cell, the condition is now not satisfied.

4) 7he question of just how large a number is required is a difficult
one. The answer depends on how far out on the tail of the dis-
tribution one requires the theory to be valid. If one is only
interested in the central portion of the distribution, 20 or
30 objects per cell is enough. In radar work one often requires
a false alarm probability of 10-6 or less. Hence (if no pos,-
detection averaging is being used), the distribution must be
known accurately out to four or five times the mean signal
(voltage) value. This requires that the number of objects be
at least 100 preferably 300 or more. if post-detection averaging
ýs used, this requiirement is greatly reduced. The resolution
cell of the existing system uill probably contain at least i00
trees, when opetating in fairly dense, homogeneous forest.

Hence, the theory presented here is usable for false al3rm
analysis in most cases. For systems having resolution much
greater than that of the present system, the theory may not be
usable for radar purposes.

5) That the scattering objects are spre d evenly throughout ;he
cell. The distribbution is stationary, at least over the width
of tne !ell.

6) That the resolution cell be much larger than a wavelength.
We shall show later that only two or three waielengths are
necessary. This is always met in practice.

All of the conditions are quite reasonable and are probably all satisfied
in the case of reasonably flat forest terrain.

7.1.1 Distributions

7. Consider the voltage received from a single scattering object. Let the

amplitude of the received signal be s and the phase be v. Represent this
signal, using the usual complex polar diagram, as a vector of length, s,
making ai angle, v, with the positive real axis. The total rcceived signal
for one resolution cell is the vector sun' of the signals from all of the
scattering objects in that cell. A diagram of the sum of three signal Is
shown in Figure 7.1.
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N', the phase of the backscattered signal from each oblect is
2 - R + ý, where X is the wavelength of the radiation, R is the distance

from the radar to the object, and € is the phase shift inherent in the
scattering process. Since the ohJectG in question are randomly spread over
a range cell larger than X, it can be shown that the phases trust be spread
randomly over the range -7 to r. In other words, the vectors to be siued
are pointed randomly in all possible directions. The solution for the
probability distributions for the length and direction of the sum vector
is che famous random walk problem and the solution can be found in ar" text
on this subject. The distr.bution for the2Projection of S on either axis is

S
x

P(Sx) e()

-where

k = i k (2)
k=e

The projections on the two -,xis are independent. Here S is the real orx
imaginary part of the sum vecte.t. This would correspond to the voltage in
the in phase or quadrature phase channel of a balanced processor radar
receiver. P is the probability density for finding the projection of the
sum amplitude near S. N, iE the mean number of the k'th species in the
resolution cell and s ik the signal amplitude for that species.

In the case of most interest here, i.e., trees, the maior scatterers
are the trankz. Fot a given stand, most of the trunks are about the same
size. Therefore, in order to make the meaning of these equations clearer,
we will replace the sxuzmation with a mean amplitude a and an average
nuzber N ,

vos rewrittena

k=' Sks

1 hese quanqtities mybe replaced by the summation in ayof the following

Twok if it is so desired Equation (i) may now be rewritten

S2
xx

•~~ PF1 ) 2
P(S e ,•a (3)

0S 0

This is a Caussian distribution of 7zero mean and standard deviation <$ 2>:
X

(4,)
<S > 3

X
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Now the standard deviation is the aae as the root mean square, so the rxns
value of the clutter signal is proportional to the square root of the number
of objects.

To obtain the two-dimensional distributiom for the veztor amplitude of
the sum signal multiply the distribution for the real pzoJection by that for
the imaginary projection.

S2 S 2
x V
-2

s 0

"transform into polar coordinates using

S2 C2 + S2
x y

d S d S S d S dT
x y

Since the distribution does not depend on the phase angle, T, integrate T
from 0 to 2n, thus obtaining the probability density for an arbitrary phase
angle. This yields the well known Rayleigh distribution for tie amplitude

2- 2

P(S) - SN a0

_ e (5)
s 0

Of much greater interest is the distribution for the square of the a
amplitude, since this is the quantity usually found at the output of a
radar. To find this let

W S S2

and using d W 2 S d S

I - W/ a a0

results in P(W) s - (6)
T 2
N a 0

This formula is very important for the theory of follage~pe.ý-.ration radar.
Note that it is a simple exponential with a mean of N a 0 . intcrpreting
the aquare_ uf theamp1±tudes as po.z, just ssy that the totai average
power received is N titis the -ower received from ar indi'.idual scatterer.
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We will call this quantity W,

s 0

The distribution may then be wriLtten

P(W) e- e (8)

The statidard deviation about. the mean, OW, is given by

2 2>2 2 -2 2 -2
o W <(W - > = <W> -<W> = 212 - - .

or ow (9)

Therefore, the standard deviation is equal to the mean. This indicates that
the scatter in the ddta will always be large, A single measurement is not
a good estimate of the mean, even when the rumber of objects in the cell is
large. This can also be seen from the shape of the distribution because
the exponential decreases smoothly and has no peak. It should be emphasized
that thIs vaLiation is entirely due to the random interiernce of the wave
trains backscattered and has nothing to do with any variation of the density
of the clutter. This large variatior is a serious problem for the designer
of a radar system.

One notices that all of the distributions discussed above are exactly
the same as would be obtained for Gautsian random noise. The similarity
arises because the noise is the sum of a large number of independent waves.
Note, however, that this is not true for all types of clutte-. For example,
rough terrain clutter is often non--Caussiar,. this is becuase such clutter
is usually due to single surfaces glinting. Thus, in rany ways, a homogeneous
forest represents a. ideal type of clutter. The signal backscattered has the
simplest possible statistical properties.

7.1.3 Averaging

One of the simplest methods of reducing the variance or a random signal
is s.eraging. One averages over several different measurementi of the same
ce.LI, either at different carrier frequencies or from different angles. A
review of a few of the pertinent theorems cot.cerning the averaging of random

variables is in order.

Consider N randu.m variables, Xi, all having the same mean, X, and
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Consider N random variables, Xi. all having the a&me man, X, and
2

the same variance a let the average of these be XAV'

AV N Af
N

XAV N i=

The m.ean of XV is stillX

<XAv> =N (1m

2
Let the variance of the average be cAV,

2 .2 >2 <_ -2
AV <XAV > A N2 .. X -A X

NN

2 1 ,2 1 N 1 2 2

""V -.. 2 > - - (N -N) X

N N

2 1 2 !
0 - a + Cov(xi x) (12)

N' iij

if the N varlables are statistically independent, the convariance ia zero
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and

2 • (13)
AV

Th- standard deviation about the mean decreases as the square root of the
number -,f p•ints avezaged, regardless of th( type of distribution.

To find the distribution functioiL for the averaged varia1le use the
fact that the distribution function for the sum of two random variables
is the cinvolution of the individual distributior functions. Let the N
random variables, X., be independent and have identical distribution
functions, P(X'). -The distribution function for the sum of two of these
is then

P2 (X) - -P(X-) P (X - X-) d X_ (b)

by repeating this process the disrvibutiotz ftr the sum of any number of
variables may be found. We then make the transformation Xsum - NX abecause
the sum has been divided by N to obtain the average.

This may be applied to the problem of averaging the clutter signals
in the in-phase or the quadrature pha-e channel of the receiver, i.e.,
before they are absolute squared. Tie distribution for these signals is
given by Equation (3). The convolution of a Gaussian is another Causgian
therefore, the disLribution function for the average of N of these signals
is

2/-2
NS ~X-AV/ s a0

P(S ) e~Ns
X-AV a

*This is exactly the same as Equation (3) ý!xcept that. is replaced by
/N. Thus, averaging before squaring does not change the shape of the

Sdstribution but reduces the rms value of the clutter signal by l/vF. If
Sthis signal is subsequently absolute squared, the mean and the standard

deviation of the resulting signal are reditced by a factor of 1/N frcm the
umaveraged values.

Now turn to the more intereating case where the sigval is averaged
after the absolute square has been taken. Perform the same operaticns
on the distribution for the anlitude squared .Equation 8) and obtain
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hN .1N-1 NWA

AV - AP (W AV) ( (N-I) - (16)

This looks rather formidable, however, it 15 easy to show that the mean and

standard deviation have the expected values

<WAyV = W (17)

WAV

As N becomes larger, this distribution becomes more and more peaked arotmd

I. In the limit of large N it govs over into a Gaussian

- 2 -2

--PW - N (WAVy-) / 2 (1)

Note that N must be on the order of 1,000 if it is desired to use the Gaussian

limit to predict radar false alarm rates. This is becau.ae the Gaussian ap-

proximation is weaker in the high amplitude tail of the distributton. Equatior

(16) may be used for any value of N.

It is interesting to compare the process average before absolute squanre

with the process absolute square before average. The first process does

not char.ge the final distrihution function from its unaveraged form but

reduces the mean and standard deviation by 1/N. The second process yields

a very different distribution function from the unaveraged case. The wean

is not affected but the standard deviation is reduced by i/,. Thus, the

first process is superior for clutter reduction puirposes.

7.2 Data Analysis

In this section, comparisons are made of the results of the previous

section with data from the LWL-SURC airborne radar system. The main

objective will be to test the probability distribution for the absolute

square of the amplitude of the clutter signal (Equation 8). !f this formula

is found to represent the data, it follows that the other distribattons

derived in the previo is sec:ion should also be valid.
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The stationarity of the clutter is also tested. Stationarity indicates
that the mean and the autocorrelation function of the clutter object density
are constant over tne area in question. In other words, stationarity indicates
that the distribution cf clutter objects is homogeneous. Of course, if the
clutter objects occur in clumps or patches they cannot be stationary. If
the clutter object density is stationary, the backscattered radar signal
is also stationary. Since the positions of the scattering objects are of
interest and (trees) are almost certainly uncorrelated, the question of the
stationarity of the clutter object density autocorrelation functior as no
meaning.

Note that stationarity was not assumed in the previous section. Station-
arity was not needed there because the averages were really ensemble averages.
Therefore, the shape of the distribution does not depend on the stationarity.
Of course, ensemble averaging and spatial averaging must give the sane result
ac we assume all natural processes are ergodic regardless of stationarity.
If is important to test the stationarity of the data as this property is
viral for some of the clutter reduction systems under consideration.

For our irmediate purpose, the details of the radar system are ignored,
consider it as a black box which gives an output proportional to the absolute
square of the signal received from a given element of terrain surface. The
radar, as used here, has only one range bin, about 100 feet wide, and a
large number cf azimuth bins or elements, which vary In size. These azimuth
elements are formed by a digital filter and are sometiwes designated by the
frequency of the filter element. Note that a linear operation does not change
the distribution of a Gaussian variable. Therefore, the spectrum weighted
digital filter at the output of the radar does not affect the shape of any of
the distributions predicted in the previous section. As the radar flies alone
it makes records of the signals received. For this data, one output is avail-
able every second. In this time the aircraft moves about two cell widths.
Designate a single output number as W., where i refers to the azimuth filter

ij'element number and j to the sequential record number. The fact that individual
trees are moving into and out of the cell during the measurement also har no
effect on the form of the distribution. The motion of the range cell has
the same effect as pre-absolute square averaging. 1his will be shown i1U
greater detail in the next section.

Now the output for different azimuth e±2ments vary greatly in average
value, because the azimuth elements are not all the same size nor are they
illuminated equally by the antenna. Therefore, in order to put the data
in a more usable form, normalize the output of each elemental filter by
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dividJng it by its own average over all records in an experiment. Call
thia normalized quantity wij, then

W
w (19)

1J! w

where M is the number of records in an experiment. Since M is fairly large
(usually on the order -f 20 or so), we are effectively dividing Wij by its
own average. Therefore, the mean (ensemble average) of any of the wij is
unity

<w > - 1 (20)

By this normalization wE have divided out the effects of the antenna pattern
ane the variation in azimuth element size. Figure 7.2 shows - plot of wij
for Experiment 352, Variable 1, Record 1, made with the SIJRC IJN.VAC computer.
Here w is plotted against filter element frequency. This data was taken
front-looking so that the clutter data lies between 0 and 50 Hz on the X axis;
this corresponds to the entire 180* forvard azinmsth sector. Note that the
data do scatter quite markedlv.

The wi 4 are proportional to the absolute squares of the received clutter
amplitudes, therefore, their distribution should be governed by Equtation (8).
Since the mean of all the wij is one, Equation (8) reduces to

?(w) - e (21)

This must hold for all of the w 1 ,, in spite of the fact that the azia-ch

element size and therefore the n~er of scattering objects measured per
sample varies with the index i, Since they all have the same dist.-ibution,
consider all of the wi4 as one set of equivalent samples of the random
variable w. This is t~e only way Z•o obtain enough points to plot a distri-

bution from the data of one experimento

The distribution is computed In tlhe usual way. The w range is divided
into a number of sectors or binds and the number of data points in each
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bin is counted. The probability density corresponding to the midpoint of a
bin 13

-_ (number of points in bin) (22)
(total number of points) X (width of bin)

Each point thus obtained has an 'incertainty given ty Its standard deviation

V( number of points in bin)
OP = (total number of points) X (width. of bin) (23)

Ignore the small additional term in the standard dev.atton arising from the
uncertainty in the normalizing factor for the Ws. This term is always small
-ompated to the uncertaitlies given above.

The dara pcobability distribution for w from Experiment 352, Variable 1,
is shown Ln Figure 7.3.The irobabIlity de-i f, (P(w), is shown plotted
against w. The data fr,'- the entire forw=_d 1800 sector of records I through
9 is usd. The vertical marks at the bottom of th,2 page show the limits of
the bins into which tr.e data has been divided. The error bars indicate the
,tandard deviation. The solid line in Equation (21), the theozetical
distribution. Note that this line has Lot been adjusted or fit to the data
in Fny way. Trhe fit is seen to be remarkably good; all of the points are
within or very close to a standard deviation from the cheoretical line.

In order to test the data for stationarity, we shall compute N piint
ax--rages of sections of the data and compare these. If the data is truly
stationary, these averages should ell be within a standard deviai.cn of
the mean. Deciding how many points to take in an average 13 diOionl•. On
one hand, N should be large enough to make the standard deviation omal!
compare- to the mean. On the other hand, if N is too large. any pos&ible
iniufogcneity ir the clutter density may be missed. After some experimenta-
tion, it was decided to use avecages of 15 points. We .. ilize the small
normalized data which was used for plottinv the distrihution. Let us call
these a..eraged quantities wAV. We then have from Equation (17) that

<W > 1
AV

ao - - .26 k24)

i.V Ti15

We would li't tthe region averaged to be more or less rectangular in ,hape.
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Clearly, a long strip is not appropriate as one expects inhomogeneities in
the vegetation density to occur in clumps. The averages used here are five
contiguous azimuth elements taken for thxee contiguous records and located
at a skew angle with respect to the direction of flight. For example, one
average might consist of azimuth (doppler frequency) i.lements _-0 through 25
of records I through 3. Thus the area included in one average would look
something like Figure 7.4, wl-.re the rough dimenrimns are shown for Experiment
352. Of course, the upper -" lower ooundaries are slightly curved and the
side boundaries are ragged. .tlso, as most of the data pregented here is
front-looking, there will be two such areas, one on either side of the
aircraft, included in z e:a. z - : - ircraft travels about
two cell widths per record, there is a complitated overlapping of the
individual area elements. None of these qualifications is very serious and
this method should be adequate to give some idea of the clutter density in
the area covered by each average.

Averaged data from Experiment 352, Variable 1, arc' shown in Figure 7.5.
Values of wAV are shown plotted against average number. Average number is
an arbitrary designation for a given 15-point average. The error bar at the
left hand side of the page represents the standard deviation above and below
"the mean. The data used are records 1 through 9, elemental filters +14.6 Hz
through +41.2 Hz. It can be seen that most of the points are within, or
nearly within, one standard deviation of unity.

To see -,hether the observed scatter was really within the expected bounds,
2 test was performed. This resulted in a X of 18.7 for the 18 points. The

probability that the x2 could be as large or larger than this by chance is
42%. This is very reasonable and we may state that the results of this test
are compatible with the assumption that the clutter dens4v 4s tati-onary
to within 26%. The variation in the data is comparable with what is to be
expectea from wave interference alone, therefore, any additional variation
due '-o changes in the clutter otbezt densizv must be smaller than this.

ExpemIene 152 was performed at Camp Drum,, which is described as
broken woods. The re.ion is described as flat with woods of densit; varying
from light to moderate; the density variations were like patches, several
acres in area. This is about half the area of a 15-point average cell,
therefore, such variations should be seen. The fact that they do not seem to
indicate that mild variations in clutter density will have small effect on
this radar. Note that the experiment described above was made with a large
depresP',n angle, approximately 32%, therefore, the signal travelled through
relauvely little vegetaticn before being backscattered. This data was
from Variable 1, which means that it was both transmitted and received with
horizontal polarization.

Shown in Figures 7.6 and 7.7 are the amplitude squaree distributiax and
stationarity test for Experiment 352, Variable 3. This is cross-polarized
data. This data was taken simultaneously with the Variable I data, however,
it was :eceived on a vertically polarized antenna. This data also seems to
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follow the theoretical distribution. The distribution plot suffers somewhat
from the fact that not enough data points were uwed. The X2 for the station-
arity test is 5.40 for 12 points. The probability cf a Y2 0-ig large or
larger by chance is 93%. Therefore, the cross-polarized data also seems to
be stationary.

Figures 7.8 and 7.9 show the distribution and stationarity test for Experi-
ment 248, Variable 1. This is horizontal polarization data taken at low
depression angles, about 3.50, Therefore, the signal travelled through much
vegetation before being backscattered. This data was al-o taken at Camp
Drum. With the exception of one point, the data follows the theoretical
distribution quite well. Note, however, clat the stationarity test plot
shows very large deviations from the mean. The very l3rge point at the far
right is probably a target of some kind. Excluding this point, the X2 was
37.8 for 17 points; there is only about 0.2% probability this could be due
to chsnce. Therefore, this data seems to be non-staticnarý. We caxnot say
now whether this is due to the low depression angles used or to the terrain.

Flr'res 7.10 and 7.11 show data from Experiment 647, Variable 1. This
data was taken in Tully Forest, in the rolling hill region south of Syracuse,
New York. The depreeslon wngle for this experiment is about 300. Figure 7.11

shows that the data is clearly very non-stationary. The distribution from
the theoretical lne, in the form of a tail at large values of W. Both

of these effects are prcbsbly aseociated with backscatter from sharp facets
of the hillside or ravines. As was pointed out earlier, the theory is not
expected to work in such a casa.

We conclude then that the clutter can be taken as staticnary to within

about +25% in some realistiL cases. When 'h: vegetation is very patchy or in
hilly terrain, the clutter w:ýl be non--s.ationary. The theoretical piobability
distribution obtained in the previous s-ction fits the data very well, except
in the case of hilly terrain. Hence, the theozy may be used with some
confidence for evaluating signal processing systems.
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8.0 MAJOR RESULTS - OVERALL PROGRAM

A prime objective of the program, that of developing an iueqqensive

aizborne radar for data collection and utilization on a real time basis was

accomplished. The data collected indicated a change of frequencies would be

beneficial. This change has progressed in orderly, planned tncrements.

Data collection accomplished after the frequency change indicates that

further work should be considered. A statistical modeI (presented in Section

7.0) was theoretically derived which adequately describes the statistical data

collected.

The concept of an airborne foliage penetration radar has been economically

demonstrated. An unfocused 1.vnther.ic aperture was utilized in conjunction with

a stccessfully implemented hardwired FFT to form in a small package a real time

data collection and processing system.

The use of 140 MHz in measurement of clutter returns was accomplisheou.

Cross sections of lakes, pastures and wood~s have been determined.

The lake data reinforces the data from other programs that indicates the

crass section is a function of wind velocity and direction of the measurement

since the returns are a function of the wave fronts and crests. Of particular

interest is the method of retducing the effect of the "horns" in the processed

data, i.e., the method of computation car result in the elimination of an

expected, "ut undesired result.

Pasture data indicates that returns from fences, occassional trees and

perhaps a slight roll to the land provide the majority of clutter cross

section of this environment, As shown In the following table, the large

differences in cross sections measured for different terrain samples actualil

reflects differences in terrain type and is not just due to the random nature

of the scattering process.

Table 8.1 Cross-Section Data

Terrain Description Freq. Range 0
cps.

1. Open Field-flat -10 to 10 0.000013

2. Open field-rolling 20 to 50 0.0013

3. Woods 15 Lo 25 0.17

4. Same 5 to 15 0.15

5. Same -5 to 5 0.10

6. Hill with scattered trees -10 to 10 0.046

7. Same -25 to - 0.03"

S. Field (uninown target) -40 to -30 0.029

9. Same -35 to

o is the radar cross section per unit area of terrain surfqce.
0
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Each cross section shown is the post saua-e avezage of all frcquen,.y points
within the frequency range shown. Each frequency point is the post square
average- (ove tire) of 8 FF's with I shift = 64.

Of aoxe significance is the iorest cross section data since it is not
obtainable from current available literature. included in the data base is
a substantial amount of data on the cross sections of northern forests both
coniferous and deciduous. The cross section of the forests, as measured,
varies in o between 0.1 and 0.2 at 140 MHz.

The utilization of the FOPEN sysLem combined with the theoretical work
accomplished has led to the following results. Tne output of the radar,
when flying over vegetated terrain, is always a rapidly fluctuating, noise like
signal. These fluctuations are of two kinds. First, a rapid fluctuation which
is due to the random interierence of waves scattered from different trees.
Secondly, a slower modulation of the rapid fluctuations by an envelope which
is due to the actual variation of vegetition density.

It is shown theoretically that the clutter voltage signal from a uniform,
random forest shculd be Caussian White noise over a passband of doppler
frequencies corresponding to the CeUter of the antenna pattern (for a side-
looking antenna). The signal at the output of the radar (after absolute
squaring) should therefore nave aun exponential distribution of amplitudes.

This conclusion was tested against SURC radar data. The data was found
to fit the expected distributions to within the expected standa-d deviation
for all valid cases studied. This fa,_t allows one to find the expected target
detection probability and false alarm rate for any given threshcld setting
and target to mean clutter ratio, siaply by using the graphs pullished in
most radar handbooks, 1 In this way it can be seen that acceptaLle radar
performanc. demands that the taiget s-gnal be about 13 dB above the mean
clutter signal in order that the large upward rand,i fluctuations of the
clutter do not cause excessive false alarms.

* Signal processing methods for a radar such as this may seeningly be
divided into three groups, averaging me~hods, subtraction methods, synthetic
aperture and focusing methods. Synthetic aperture and focusing aim at
reducia~g the clutter by reducing the size of the resolution cell. UnIfoCuSed4

syLthetic aperture is in use on t0 present system. Focusing could improve
the resolution to about 15 ft. by 15 ft., whicl would yield a 15 dB increase

in target to clutter ratio. Howtver, it seems that focusingr is too complex
Sand exper.sive for the present sp-em requirement. Synthetic ap:rture meLho'.s

are well known and the piesent sy:-tem is described else.her'., hence this

1 "Radar Handbook" b," Merrill Skolas', page 2-21.
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method will not be discussed further here.

Subtraction methods attempt to reduce the clutter signal with respect
to the target signal by subtracting the signal from itself at some later time.
Such methods were studi ed theoretically in the report by Foster and found
t- yield little improvement for the present system, and such methods were
studied using real data and obtained only marginal results. It is concluded
that such methods have little to offer for the present problem.

The most useful signal processing method for the present prollem * eeme
to be averaging. Several radar amplitude signals from the sam p.x,'ch.,
ground but taken at different times are averaged together. This r, 1 1Ua'v.;
that the signals be taken frov different doppler frequency bins if O•e trget
is near zero azimuth (measured from the side-looking direction) and • oi-
different range bins of the target is at larger azimuth. In this way -)he
size of the random amplitude fluctuations of the clutter signals are r,-,ced,
hence the target to clutter ratio required for good detection is alac rduced.
This averaging is equivalent to the post detection integration used in many
conventional radar systems. Hence the curves published in radar handbocks
may be used to predict the performance of averaging systems. It is found that
the target to mean clutter signal ratio required for good detections decreases
as 1/N, wh-re N is the number of points averaged, as long as N is less than
about .5. kr larger values of N, the ratio tends toward /1MW . Of course,
these staten.!nts require that each value averaged by statistically indepen'ont
of all the others. It is shown t•hesretically in the report by Foster that this
requires a minimum time lapse of TV2 between points averaged. Here T is t'&ý
time length of data in each discrete Fourier Transform. In other words, abou,

half the data in each discrete Fourier Transform should be made redundan* in
order to obtain the maximum number of independent points for averaging. Xuch
larger redundancy factors have been experimented with using real data at the,
SURC computer. There seems to be some slight Indication that redundancies
larger than 50% are of use, but the issue is not clear. In any case, the
difference is small.

Most of the theoretical results quoted above are computed on the basis

of a uniform forest with no other forms of clutter present. Nonuniformity
makes little difference a-, long as the variation is slow with respect to a

resolution cell. The computational results are not changed for N less than

about 5, which is the case of most practical interest.

The actual improvement to be expected from averaging with the present

system is hard to estimate as it depends on many factors. If the target is

directly broadside of the aircraft, it remains in the range cell a long time

and many independent n'ints are available for averaging. If the target is
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ahead of or behind the aircraft, it passes through the range cell quickly
and several range cells are necessary if the target is to be tracked. Summing
the target signal as it passes through several range cells is quite difficult.
Assuming this can be done and taking the number of range cells to be the
present number of 3, the number of independent points available for averaging
(over the entire arc of the range cell) is 3. Hence about 5 dB less target
signal is required for good detection than for a system without avecasing.
No such processor has been made to operate at present due to the dii iculties
involved in tracking the target through several range cells. Several methods
of accomplishing this are being considered at the present time.

8.1 Ma or Results - Detection Analysis

The main object of the radar is to detect tactical targets in foliated
environment. It appears to be possible to detect large tactical targets in
all but the heaviest types of woods using the present syste- operating at
51 M4z. Unfortunately tht* present test program was not able to demonstrate
this due to lack of time and funds. However, since tne radar cross section
of the vegatation has bzen measured and the cross section of tactical targets
is known from other work, it is possible to predict the performance of the
radar from theory.

The radar cross section of a small truck has been measured at a frequency
fairly close to 51 M4z. 2 The maximum value is 2,000 sq. ft. and occurs at -)0°
depression angle. The average value for depression angles is the range
200 - 40* is about 1,000 sq. ft. These values are said to be the median values
of measurements taken over all aspect angles. These values are in rough
agreement with a simple theoretical model used to predict 'o-- _oss section
at these frequencies.

The radar cross bection (with the targets at broadside aspect) will
increase roughly as the square of the target dimensions. Hence a medium-
large truck might be expected to have a cross section of about 5,000 sq. ft.
We shall rather arbitrarily take this as the size of the target to be
detected in this example. A target of this size might also be made up of
several smaller trucks or tanks in a group.

It must be recognized that, at this frequency, trucks car only bL detected
at aspect angles fairly near to broadside. Since the width of a truck is less
than a half wave, the cross section is very small off the ends. Hence, in
order to search an area, it would be necessary to fly over it from several
different azimuth angles.

29"Long Range Standoff Radar Surveillance Study" by W. Chudleigh and S. Moulton,

Control Data Corporation report AFCRL-TR-73-0145, Figure 3-1.
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For the sake of this example, we will assure the truck to be hidden in a
medium density forest, such as that found at Vincent Corners. This woods is
described in Section 6.3. This woods was very uniform and had a mean a0 of
0.02 at 51 M4z, measured at 200 depression angle. A study of _ vs. depression
angle was not performed at 51 M!z, however, experience at 140 M)z, as well as
general results from the theory of random scattering, led us to believe that
oo varies only slowly with depres.ion angle. Hence the above value of oo can
probably be used at 300 - 400 depression angle, which is the optimum range for
detecting trucks.

Let us assume that the aircraft flies at a height of 2,000 ft. and a
depression angle of 400 is used. The slant range is then 3,100 ft. and the
area within a single resolution cell is 20,000 sq. ft. This area is then
multiplied by oo to obtain 400 sq. ft. mean clutter cross section per resolution
cell. The target to mean clutter ratio is therefore +11 dB.

We must now calculate the probability that the target may be detected and
an expected false alarm ratio. Even at 11 dB above the mean, there is an
appreciable upward fluctuation of the clutter signal may cause a false alarm.
This calculation is made simple by the fact that t e signal backscattered from
a reasonably uniform forest is a Gaussian process. The detection probability
and false alarm rate may therefore be computed from the graphs published in
most radar handbooks. Using the curves given in Skolnik's Radar Handbook4 ,
we find that for a 90% detection probability and an il dB targnt to clutter
rari:. the Ziase alarm probability is 10-3. This is the false alarm probability
tor a single measurement of a single cell. If the forest covers the entire
radar screen, the false alarm rate for the total presentation must be computed.
About 15 resolution cells are displayed for each presentation. In order Liat
any target will be in the range cell for at least most of one DFT period, 2
presentations must be computed per one second DFTr period. Hence 30 resolution
cells per seoond are displayed. Therefore the false alarm rate for the entire
display is .03 per second or about 2 false alarms per minute.

This is too high for most practical use, however, this is computed for the
display system as it now stands with only one range gate displayed. When all
3 presently available range gates are displayed, a certain amount of averaging
will take place in the refresh buffer of the display system. This is annlogous
to the video integration which takes place i" 1 conventional PPi radar. There
are some difficult questions involved with L fact that the target will

3G.M. Foster, "A Study of Clutter in Moving Platform FOPEN Radar." SURC

TD 73-190.

4 Merrill Skolnik, "Radar Handbook," pages 2-19 to 2-23. These curves are for
linear detection rather than square law detection as used here, however,
the difference is only a fractior of a dB.
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straddle two range bins part of the time, however, it is felt that the loss
due to this fact will be small. We will take the performance of the system
with 3 range cells to be equivalent to 3 pulse video integration. We then
find that a 90% detection probability, an 11 dB target to clutter ratio yields
a false alarm probability of 10-10. This is a false alarm rate for the
entire display of only 10-5 per hour. This is clearly negligible and the
system could be used effectively in this situation. About 2 dB of target
signal could be sacrificed and acceptable performance still obtained.

The clutter we have been discussing here is distributed Uutter, i.e.,
the -lutter is distributed more or less -venly over the resolution cell. Or.e
must also consider discrete or point target clutter. This clutter is caus=d
by objects of large cross section which are much smaller than the resolution
cell. Examples of such objects are small, very dense stands of very large
trees, small but steep hills, man made objects such as power lines or buildings.
Such clutter is indistinguishable from the objects we wish to detect and
cannot be reduced by averaging. Very little can be said about such objects as
their occurrence cannot be predicted. However, such objects can usually be
visually seen from the aircraft and can then be disregarded.

If we now turn to a more dense type ef !orest, such as that found at
Swanm Road, we find the situation is more difficult. This region contained
some very large trees and the vegetation was in general very uneven. Some of
the larger returns observed were probably discrete type targets. The average
returns in the denser areas were about 5 dB higher than at Vincent Corners.
Acceptable radar performance here would require a target cross section of
Sabout 10,COO sq. ft. or an increase in the number of range gates to 8 (for a
5,000 sq. ft. target).

It should be mentioned that these estimates of detectability do not
include the important factor of operator training. A trained operator can
often pick out targets of interest even when they are not dett-ctable by
the usual threshold c-iterion. For this reason, the above calculations
should be considered conservative estimates.

8.2 Major Results - Radar

A prototype radar was assembled, tested, and utilized for the required
data collection.

8.2.1 Side Looking vs. Forward Looking Radar

Additionally it was determined early in the program. that to reduce the
clutter return the antenna had to be shifted from forward looking to side
looking. This change effectively reduces the clutter that impinges on the
filter elements therefore the signal to clutter ratio is improved. As
indicated in Section 8.5, "Polariz-tfin Study Results," the forward looking
radar was utilized and data presented, however, the balance of the data
presented was collected uzing the side looking radar.
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8.2.2 Focusing

The tests also indicated that the use of 140 MHz does not seem appropr ate
for this type radar without more sophisticated techniques of beam focusing
to reduce the resolution cell to 15 feet by 15 feet. When operating at 140 MHz
the clutter return and the standard target return were inseparable. The need
for an additional 10 dB for reliable target resolution was indicated.

Going to a focused synthetic aptrture system woulk yield considerable
improvement in ':arget detectAbility as indicated in SURC TD-73-190. Although
such systems could probably be made to yield acceptable detection rates, they
involve considerable more complexity and cost. Thus focusing was outside the
scope of the program, but may be worthy of consideration for future effort.

8.2.3 Carrier Frequency

In the search to further improve the target to clutter ratio a wodification
was made to the radar to change the carrier frequency to 50 MHz. Theory
indicates that when considering tree trunks to be dielectric cylinders with
diameters much less than a wavelength, their cross section should vary as the
fourth power of the frequency (in this frequency range). Therefore, for a
threefold frequency reduction a 20 dB reduction in clutter cross section should
result.

This modification was co'-nleted and a comparison of results of the

processing of test data at botn frequencies are presenteu here:

Test Area c at 140 MHz j,, at 50 Miz

Swamp Road 0.84 0.3

Vincent Corners 0.15 0.022

(boot shaped woods)

These results indicate a signifihant improvement in the target to clutter
ratio at KC MWz. These results warrant a recommendation that further work be
funded for this pr.,aising awenue vi investigation.

8.3 Major Results - Data Analysis System

A complete prototype data analysis system was devised, fabricated an"

tested for use as the processing portion of the airborne foliage penetr.icion

radar. In doing so, the concept of a real time reliable detection an( analysis

system was demonstrated.

An operators position complete with display and keyboard was developed
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and utilized. As pictured in Figure 1.1 the position provides for real
time airborne monitoring of data collection.

The processing routines developed for the data analysis and display
systems are illustrated in Section 2.8 and completely described in the operation
and maintenance manual provided with the system. These routines have been
shown to be necessary and extremely useful when utilizing the system.

8.4 Major Results - Data Collection

The airborne data collection experiments have shown:

I) A close correlation between the kno.ni terrain and
the collected data.

2) That the collected data was sufficiently reliable to

include in the data base.

3) rhe ability to experimentally detervidne radar cross

sections of both point targets and distributed clutter.

4) At 140 MIz cer.ain background environments result
in poor target resolution.

5' That operation of the radar at 50 MHz enhances zhe
clutter Lo target ratio.

The Vincent Corners Tests yielded the most significant results, they
were:

S2 ) Fence lines and large stands of woods can give returns
as stroný, as the standard target.

2) The use of a simple threshold detector in this
environment is not practical.

3) Man-made objects and natural objects with sharp changes
in cross sections cannot be separated from other corner
reflector-like objects such as trucks.

4) The standard target return is discernible and measurable
(Although tests were conducted with the target in open
areas and not shaded by trees).

5) The calculated spectra and observed terra;- are closely
correlated.
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In~ addition, the other tests provided results w'hich included:

1. The close correlation of the calculated and measured glint radar cross
section of a helicopter was very encourragIng. It is noted that the
tactical usefulness of glint radar cross sections is probably minimal

since it is i.ydependent angle of arrival the broadside illumination
of a vehicle. Other attempts to correlate the recordk-d rc-Lurns with
expected returns were less successful than at the Abcerdeen Pro' ing
Grou~nds due to test conditions.

While experim-ntally ,,'SUL CeSSEU1, curing the test period, it should be
er~hasized that the ýivignitude of the glint cross section of a panel
truck or armored personnel carrier should be sufficient to discern
from the backgr3-'uid Clutter cf the environments tested.

2. Dur-ing the contrac-t period significant portions of the collezted data
were included into the data base. Especially noteworthy are cross
section r~asurements of forest environments that are, no;, c-rrently
fownd in t'he available literatures (7 for northern forests are on
the order of 0.1. and 0.2 at 14'0 141z).

8.5 Major -Results - Polarization of Signals Backscattered from
Forest Terrain

The analysis has been derived from dtata collez~ted under contract.
DMADOS-7-C-0156, tut not analyzcd at that Lire.

For this experiment a cross-polarized antenna was mounted on the front
of a OC-3 aircraft in which thc -L*WL--SijRC FOPEN Radar, operating at 140 M~z
was mounted. The transmitter was connected to the horizontal element via
the usual duplexer system. The bd~kscattered signal was received on both the
vertical and the horizental antenr.a elemrents and recorded on separate
channels of the digital tape recorder. On the ground the data from each
channel is fast Fourier transformed and the arrplitude found in the usual way.

The experiments analyzed are numbers 299 and 300 taken at Camp Drum in
N~v-thern New 1Thrk State and nounbers 180 and 18) taken at Pompey Center Road
near Syracuse, No~-w York. The terrain at Camp Drum ~as ilat and fairly
heavily wooded wich northera pine, These pines are a small pine with trunk
diameter 6-12 inches and ver,. th 4n bra-ches, The region aro~und Pompey Center
Roae, Is unevenly wo..ded, mostly, wit',& deciduous type trees. Th.is region is
not a frrest, but contains steep inills, pasture land, honses and fences as
well as trees. ThAs region ha.. not been checked In detail from the ground,
hence it is not kn.,'n exactly what Is within the measuring cell at a given

time. It is probable that most of the hackscattering comes from trees of
the deciduovs tvve.

In most of nie data analysis done at SUTRC, only the norizontal received
channel has been coasidered. In what follows, the vertical channel will also
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be considered. First, the possibility of correlation between the t.o
channels will be considered. This is important because, if there *Vre
correlation, it could be used to subtract out or reduce the clutter sigaal.
Amplitude correlation was checked for by superimposing a graph of the vertical
channel amplitude output over the graph for the horizontal output taken at
the same time. The two graphs are then viewed with a transparency viewer.
In this way it is easy to notice any correlation between the fluctustions.

It is observed that there is no correlation between the rapid amplitude
fluctuations of the two channels for any of the data. In cases where the
envelope varies appreciably, it is approximately the sime for both channels.
This is expected since trees cause the signal for both char",!els, however,
different parts of the tree contribut to different channels didferently.
No attempt was made to test for phase correlation. It seems unlikely that
there would be phase correlation of there Is no an~litude correlation. No
numerical correlation analysis was performed, since small correlations were
of no interest.

The next step wl the analysis is the comparison of the absolute magnitude
of the signal anplictue in the two channels. This is done by taking the
average of the ar,•li'ice.; of the same four points from each channel. The
ratio of these values le; then found and corrected for the .Ifference in
receiver gair. between the two channels. The ratio (in decibels) of the
horizontal -i..2nnel am='litude to the vertical channel emplit;de for 5 such
averaged points from Experiment 299 (Camp Drum) data are shown below-

+30.8
+23.4
+25.1
+37.0
+34.5

Average +30.2 dB

The toints were selected at random from the region around maximum envelope
amplitude . Points from Experiment 300 (also Camp Drum) gzve ve-y similar
results. It is seen that the horizontal signal is much larget than the
vertical. it is hard to know if the average ratio of 30 dB has any teaning.
This ratio is so large that the small vertical signal observed might well be
due to depolarization effects of the aircraft. One may conclud., that the

6 1t shouLt ue mentioned that points taken at low azimuth angles (toward the
side of '.he aircraft) tended to have horizontal to vertical aaplitude ratios
smaller than indicated above. This is thought to be due to the difference
in antenna patterns far the horizontal and vertical elements. The antenna
is pointed iorward, so points taken to the side are in the edge of the main
lobe. The horizontal eiement shctid have a sharper pattern in the horizontal
plane than should the vertical elemetnt, hence the horizontal to vertical
ratio appears smaller than it shculd.
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average vertical backscatter is at least 30 dB smaller than the horizontal.
This result is not too surprising, since the type of trees involved, northern
pine, tend to have very straight, vertical trunks and thin branches extending
out from the trunks at almost right angles. Si, -e the backscattering cross
section of a dielectric cylinder, much smaller tin diameter)than a wavelength
varies as the fourth power of the diameter, the thin branches have negligible
scatzering cross section in conparison with the trunk. This result has
some practical importance. Any target which depolarizes strongly can easily
be detected in a pine or sinilar forest. Any target which has elements at an
acute angle with respect to the horizontal will depolarize. Examples of such
taigets are rocket laurchets in launch position, howitzers, men carrying
rifles, etc. Note that a 100 foot by 100 foot resolution cell of fairly
dense forest usually has a horizontal cross section of about 2,000 sq. ft.
The corresponding cross polarized vertical signal cross section fcr a pine
type forest would only be about 2 sq. 2" A man carrying a rifle has a
cross section of about 30 sq. ft. If the rifle is carried in any attitude
other than perfectly horizontal or vertical, a large fraction of the energy
will be scattered into the cross-polarized channel. Therefore, even a small
group of men carrying rifles should be detectable in a pine or similar type
forest.

Finally, the polarizaticn characteristics of trees other than pine must
be considered. It i: clear that a tree whcse branches are thick and reach
out at an acute angle will :espect to the vertical, such as an oak, must
backscatter nearly as much energy into the vertical channel as into the
horizontal. Most deciduous trees fall somewhere in between the branch
dominant type (oak) and the trunk dominant type (pine).

An analysis was made of Experiments 180 and 181 taken on Poupey CenteL
Road. This region contains many deciduous type trees but unfortunately also
contains steep hills, farm land, buildings, etc. The average horizontal to
vertical power level ratio, computed as before, was +6 dB. Clearly, here
the backscattered signal is greatly depolarized. However, one cannot be sure
this depolarization is due to trees, as it umi ht be the result of hills or

buildings. Hence the question of the depolarization ratio for deciduous type

trees is still open. All that can be said is that it seems likely that branch
dominanL trees will depolarize the scattered signal strongly.

In conclusion, it has been found that trunk dominant type trees preserve

the polarization of the incident wave when backscattering. For a forest of

northern pine at CatV Drum, New York, the cross-pola14 z2d component average
was at least 30 dB below the polarization conserving cruponent. This means

even very small targets which depolarize, such as men carrying rifles, can be

detected in such a forest. Other depolarizing targets which could be

detected include howitzers and rocket launchers in launch position. The

case for branch dominant type trees is still unclear, however, it seems

such trees must depolarize the backscattered signal strongly. If this is

ture, polarization methodE will be of little use in the presence Zof such a

forest. It has been found that there is ir:tle or no correli!tijn between
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the fluctuation envelopes for the two channels. This could be used to
subtract or reduce the clutter signal if the rapid fluctuation could first
be averaged out.

There does not appear to be any significant correlation in the fine
structure of the variation of the signals from the vertical and horizontal
receive channels. 'When horizontal wave is transmitted and the target is
deciduous forest, the horizontally received and vertically received signals
are of the same average arplitude. When the target is conifer forest, the
vertically polarized received signal is about 20 dB weaker. This means
that certain types of targets which depolarize a radar wave strongly, such
as missile launchers, field guns, etc., could be detected in a conifer forest
by the use of polarization ratios. The detection of personnel does seem
feasible from thic; platform by ,-sing polarization ratios.
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9.0 RECOMMENDATIONS FOR FUTURE WORK

Every program being brought to a succersful conclusion has areas of
interest that deserve additional effort. Based upon this p-ogram and previous
efforts, the following rqco nmendations are presented for future effort.

9.1 Continuation of the 50 MHz Effort

Based upon the improvement in target-to-clutter ratio resulting from
the reduction of the carrier frequency to 50 MHz a continuation of this effort
is recommended.

The benefits which may accrue from this continuation include: data
collected could fill a void in defining typical forest clutter. Measurements
of a have been made by SURC at 140 M1Hz. Lower fiequency values, 00,0
theoretically derived, indicated an improvement of at least 15 dB should be
expected. Initial measurements indicated an actual reduction of 15 dB in heavy
forests. Further measurements could confirm these computations and such a
continuation would provide a complete in-flight test program of the system.

9.2 Continuation of Glint Cross Section Measurements

The application of this technique may be of limited vralue; however, the
close correlation of expected returns and actual returns indicates that its
potential value fcr zpecialized applications merits continuing the effort.

9.3 Addition of Focusing

It has been mentioned that a focused synthetic apetture system would
yield some improvement in target de'ectability, but involves considerable
ccmplexity and cos'. However. this system is small and inexpensive and may
well provide the basis for an inexpensive focused system. An initial feasibility
study is reconmended with the ultimate objective of adding focusing to this
system.

It is felt that additional work with multiple range gate averaging would
sharply improve detectability in distributed clutter. This work -ould be
initially accomplished with the existing data base through injec, a of
simulated target signature into the clutter data base currently av -able.
This simulation would be used tc gauge the effectiveness of additional
multiple range gate averaging.

9.4 Polarization Studies

It has been found that the cross-polarized backscattered component from
a forest of tree, of the vertical trunk dominant type (such as pines) is very
small. This allows the detection of even very small targets which depolarize
a signal (such as men carrying rifles, field guns or rocket launchers) in this
type of vegetation. If there is need for this type of detector, it is
recommended that this method be further investigated.
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APPENDIX A

MODEL CALCULATION OF BACKSCATTERER FROM
VEHICLES AT VERY HIGH FREQUENCIES

by G.M. Foster

Introduction:

This report presents a simple model calculation of the VHF radar cross

section of land vehicles such as cars, tanks, and trucks. The object is to

obtain a rough estimate of the magnitude of the average and glint radar
cross section rather than to perform an accurate calculation.

The Target Model:

At VHF the wavelength is of the order of several meters and is therefore

somewhat smaller than the vehicles taken as a whole but larger than any
"substructure" such as windows, tracks, wheels, etc. Therefore, ac this

wavelength, the side of the vehicle presents effectively a flat plane which

makes a right angle with the ground plane. Consider •,c diagrams snown in

Figure Al on the following page.

The side of the vehicle and the ground Flane form a two-sided 900 cc ner

reflector. If the radar illuminates the target at right angles to the v2hicle

side-ground plane intersectiun line, i.e., 0 = 0, the target will glint as

shown in Figure A2.

The term glint here is used in its exact sense, meaning specular reflection

from a flat surface of dimensions greater than a wavelength. It will be shown

that, for cases of interest here, this glint cross secrion is much larger than

the off-glint cross section. In fact, the glint region dominates the average

over all angles so that the glint characteristics deter pine both the glint

cross section and the average cross section. Now the top -' Iir side surfaces

are never illuminated at an angle where they might gliat (the -- C) 0 case is of

no interest), therefore, they may be neglected for the purposes of this

calculation. The front and back of the vehicle are also neglected as they

are much smaller than the sides. The problem to be solved is then that of a

flat plate of height b and length a set at right angles to an infinite ground

plane. The gap between the bottom of the vehicle and ground will be ignored

as it is much less than a wavelength.

To proceed with the calculation, the type of radiation incident upon the

target must be specified. If the vihicle stands upon a bare plane, it is
clear that this radiation is a transverse plane wave. However, if the target

is in a region of dense vegetation or other obstacles, very complex wave

shapes may develop. This calculation will be done assuming plane waves

incident in order to keep things simple. The results may be expected to be

valid for a vehicle on bare, fiat ground or in light to moderate density
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Figure A.1 Target Model fcr Backscatter Calculati..
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Figure A.2 Target Mode" for Glint Calculation
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vegetation if the depression angle is fairly large (u small). It is very
difficult to estimate how valid the calculation might be for small depression
angles or very dense vegetation.

Calculation for Flat Plate:

To perform the calculation one evaluates the field scattered from a flat
plate (neglecting the ground plane for the moment) using the vector Kircnoff
integral.

.4 f 
-44./ 4 .~-E (R) J L(nX 4) X"7 G + (n •tV'G + ik(n X B)GJ

s

dA - .4 -4, 1Sda A i k G 16 B d•'(I

where

e ikR2 2n
4 - R2  X

Ro is the positive distance from the point x", y', z' to the observer point.

E and B are the fields at the point cf integration. n = i is the
unit vector normal to the plate. dA" is the element of area. Y

The first integral is over S, the entire XZ plane including the surface
of the plate. The second integral is a line integral used to represent the
line charge which occurs at the edge of the plate. This i.ntegral is taken
around the edge of the plate. LB is the difference in the B field between
the left and the right hand sides of the path of integration. This term
arises due to the highly artificial boundary ccaditions used in Kirchoff
theory.

The fields on S may be taken to bc the sum c' the incident plane wave
EO, and the scattered field Es

-4 -+ -4

E E E0 +Es (2)

-4 .4+ .

B B 0 + Bs

188



If the Lncident plane wave teim is put into Equation 1 and integrated, one
must just get back the inciaent plane wave, therefore, titia term is of no
interest. Since the plate is somewhat larger than a wavelength, the Kirchoff

-pproxipation may be expected to be roughly valid and may be .sed to find
E and B on S. According to this approximation, the scattered field on the
pfate isSequal to that which would be obtained if the plate were infinite and
the scattered field off the plate equal to zero. This g.ies:

-4 4 4 -4
E X n -E0 X n

4+ -4 -4 -4

E n = E0 n on the plate

4 -4 -4 4
B X n =B0 X n

and (3)

E =0
s off the plate

-4

B = 0

Placing these values in Equation 1, integrating and assuming the distance of
the observer point from the target, R2 , is much greater than the target
dimensions, R2 >>a, b, yields

E. - A [sin a sin 1 cos ¢2 + sin a sin 2 cos A

cos a sin e2 cos a sin e

cos 2 sin :os2]

E- A [cos a sin ý2 cos ] + cos a sin e cos t
2 1 2

sin a sin e2Cos e 1 sin ., - sin a sin e 1Cos e

sin o2

E, i -- (R + R
A "-i e 1eRAR2 x

sin - b (cos + Cos ))

(cos eI + cos

sin (cin sin , + sin s 2-n 2(4)
i ~sin [ 2 •na €

(sin sin t + sin 2 sin
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where R, 6 : and R2, 2' 2t are the spherical coordinates of the

transmifter-and-the receiver. a is the polarization angle of the transmitted

signal, i.e., a = 0 for horizontal and a - 900 for vertical.

Note that these solutions obey the reciprocity theorem, that is, the

signal received is not changed by interchanging receiver and transmitter

points. The solution is also invarient with respect to simultaneous rotation

of receiving and transmitting polac-zations.

in order to find the backscattered signal, one takes v'l 0

Because of the symetry, may be equal to zero without loss of eneraiy.

This gives:

F 0
1E R411

o X
E =csine6 cos0 X

0

211 2nsn( 2 •b cos 6)2

sin X t Cos("-sin 
a sin G sin r )

A coss -- sin e sinx x

The first equation shows that there is no cross-polarized backscatter.

Evaluating the cross section in the usual way gives:

4 -T sin b cos 2

sin 5 -os 2 i

n~ ~~ Z ( , i se•

sn X J(6)

One sees that in this case glint occurs at broadside incidence or = 900,

- 0. The cross section in this case siuplified to:

4 T7 2 2(7)
1 - a
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A more detailed treatment of the sc.ttering from a flat plate has been

given by R.A. Ross.' Ross calculates the radar cross section of a plate
using a more accurate theory and compares the results with physical optics

theory as well as the experimental measurements. It is shown that the
approximations used in this report are valid for angles within about 30
of specular reflection, which is the case of interest here.

Effect of Ground Plane:

1he effect of the ground plane muist now he included. In order to simplify
the calculations, it is convenient to take the ground to be a perfect reflector.
For horizontal polarization at V1HF, this is a quite good approximation. For

vertical polarization, it is a poor approximation except at small incidence

angles. A,- horizontal polarilzatiou is the case of greatest practical interest,

perfect reflectivity will be assumed and verticil polarization neglected.

The problem may now be solved silly by the method of images The field above

a perfect ground plane may be found by mirror ieflacting all objects and

radiation sources in the ground planp ane then igiioring the ground plane.

The reflected sources must have their polaritle.; reversed. Thus, Lhe problem

of a plate set at right angles to the- grotmd 's solved simply by doubling the

height of the plate and placing an image radiator, of opposite sign to the

real radiator, at position R., 180 - ý ' Using the previous result for

a plate, Equation 4, the bact-scattered field is foun2 to be:

IE8 F

EI 8 ! 1 4 2 b sin 6 cos 8 sinr XI e-

sin '-- T7 a sin e sin 0)
2 (9)

Zn •sine sin14 T
}J Ie i4X R

-RR

sin - b cos sin a sin sin 0)

(- cos e ) s sin C sin 0

'Ross, R.A., "Radar Cross Sertion of Rectangular Plates as a FuncLion of

Aspect Angle," IEEE Tratisactions of Antennas and Propagation, Volume AP-14,

Number 3, May 1966, page 329.
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It is seen that there is depularization backscatter in this case, however,
it does not glint and is therefore always small and is of no interest here.
The desired cross section is then found to be

4 T7 2 2 CO c s ~
s n siosa cos 2

-- cos U

2 Tn a sin sin0)

sin a i (10)

2 sin e sin 0

This i• cne final result for the radar cross section of a vehicle-like object.
It is of interest to analyze this expression further. When the depression

angle is small, e 2 90% the two terms in the first bracket tend to cancel.
The limiting form for small depression angles is:

1024 5 b___ 4 Co 2 sinin X

2- s2in

where

4 no

Here a is the depression angle, 90 - '. This cross section falls off as the
fourth power of t, therefore, the cross section is vety small at small
depression angles. Of much greater interest is the valu- for large depression
angles which is given by

16n 2b 2 2 f r it-, a sin, . sin 012

o - 2 s2n c Cos (12)

X L sin _J

where

a- 90-e X

49 b
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This has no small terms and is much larger than the small a case. This
formula indicates glint for 0 at any angle e. The glint cross section
is

16 TT a b 2 Sir. 2 8 
(13)

X

This glint should occur for angles 0 smaller than X/4a sin a, for ang-es much
larger than this one obtains the orf-glint cross section which has average
value

b cot (14)
Ob TT

The ave-rage cros3 section is obtained by averaging Equation 12 over all angles.

AV d

'IT 2

8b Z a sin 0AV (15)

where the fact that a/'k >> 1 has been used.
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Numerical Results:

To give some idea of the size of the cross Eectiors to be expected in
practice, values are given below for a more or less typical t:uck:

Radar cross section for a vehicle 18 feet long and 9 feet

high at a depression angle of 30° at 145 Mcs.

2
aG (glint cross section, 0 0) = 20,000 feet

COG (average .ff-glint cross section, : 450) = 54 feet2

•AV (average over all 4) = 1,500 feet -

width of glint peak (izimuth) 1/2 power points) 14'

minimum depression angle for glint - 3'

One sees that the glint cross section is much larger than the average
value, by 11 dB. The glint occurs for all depiession angles greater than

about 30 however, the azimuthal angle, t, must be within about 70 of
broadside incidence. Therefore, the probability of obtaining jJint for
arbitrary illumination angle is about 14/180 = .08. However, this
probability could be made much larger if one knew the direction of the

road upon which the vehicles travelled. The very small off-glint cross
section should probably not be taken too seriously as it depends on complicateG
interference which is beyond this model to compute. However, it is probably
quite small. The small size of these off-glint cross sections provide
the justifiLation for neglecting the top and front facets of the vehicle.

Comarison with Experimental Results:

The only experimental values for the radar cross section of a truck,
below ricrowave frequencies, available to the author are those of Steele
and 1arnum. 2 These workers ha-ve measured the radar cross section of a

truck 22 feet long, 1] feet high and 8 feet wide. The measurements were

performed at 26 Mcs., using a standing wave method. They report free space
values, having subtractad out the ground plane effect in an approximate
manner. Therefore, their results must be compared with th- plate without
ground plane solutions, Equations 6 and 7. These measurements are made with
the antenna on the ground, therefore " 90°.

"Steele, J.C. , and Barnum, J.R., "High Frequency Measurements of Radar
Cross Section Using t;,e Standing Wave Mkthod," Stanford E1ectronic-
Laboratories, Radio Science Laboratory, Technical Report R 127, March 1966.
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Radar cross section of a truck at 26 Mcs.

Aspect Angle, * Stanfjrd Value This Calculation

0Q 300 feet 2  480 feet2

43C 21 feet 2  20 feet 2

The rather good agreement is probably somewhat fortuitous as the
cimensions of the truck are somewhat smajlet than a wavelength and Helmholtz
theory is only truly valid when the wavelength is much smaller than the
target.

Conclusions:

In conclusion, this analysis has shown that glint is an important

factor in detecting targets with VHF radar. The glint cross section is
quite large, 20,000 feet 2 for a moderate siz.d truck and on the order of
10 dB larger than the average cross section. The glint occurs for aspect

angles wit-in about +70 of broadside incidencc and is approximately independent

of depression angle. In order to have a high probability of obtaining a
glint return from a given vehicle it would be necessary to illuminate a
given piece of grolmd from all azimuth angles from 0* to 180°. This could
be done by utilizing a number of range gates and flying over the region of

interest and observing each segment of land at different times. The number
of range gates equired could be reduced by making several passes over the
sane territory trom different directions. The problem would be uuch simpler

if one knew in advance the approximate direction of the road on which the
vehicles travelled. One would then simply fly parallel to the road (if
sidelooking antennas were being used).

Tae theory given here is very approximate. The short wavelength
approximation has been used extensively in spire of the fact that the
target is only slightly larger than a wavelength. All of the details of
the structure of the vehicle have been ignored as has been the gap between

the bottom of the vehicle and groumd. In spite of this, the calculation

probably will give reasonable estimates of cross sections at frequencies
of interest. The largest approximation is to ignore the diffusing effect

of the vegetation on the incoming wave. It is very hard to estimate this
effect but it pro~ably may be ignored if the vegetation density is not too

high and the depression angle is fairly large, i.e., if the incoming wave

only has to penetrate a few hundred feet of veg2cation.

195



APENDIX B

MAP DISPLAY GFOMWTRY

The map displays are generated from a single range gate using the doppler
frequency dependence on azimuth. Since the range gate describes a circle on
the ground, the relationship between the x and y coordinates is known. The
expression required then is the doppler frequency of each point on that circle.

Figure B1 shows the geometry of the situation. Tnhe aircraft at point Z
is looking at a target at pGint T on the ground. The aircraft has a velocity
along the y-axis toward the left. This is equivalent to a ground velocity
of equal magnitude but opposite directions. A line is drawn from the target
and perpendicular to the x-axis. A third line drawn from point x to the
aircraft forms the right triangle XTZ.

The doppler frequency, FD, is given by the following expression.

2V
FD - - (X)

where V is the radial velocity of the target and X is the wavelength of the
r

radar. Since the velocity vector triangle is similar to the triangle XTZ we
have,

Vr V sin 4 (2)

Where V is the ground velocity and t is the angle shown ir Figure 1. We
can eliinate the angle t from the expression by using the large triangle,
XTZ.

Bin ý = A (3)
R

s

where y is Lhe y-coordinate of the target and R is the slant range of the
radar. grombining these expressions gives the following equation fur the
doppler frequency as a function of the y-coordir.ate of the point along the
circle deqcribed by the range gate.
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2 V y
FD R (4)

s

Eauation (4), then, gives the doppler frequency caused by any point
along the circle. The range gate projection on the ground is given by,

x2 + y2 = R2 (5)
g g g

The map on tne display is generated as an arc of a circle with a
variable grey scale. The arc is defined by the follcr.iing equation.

YD= + r- (r - x )or 0 < x < r /2

DD D D D-D

or

xr- -- x

Note that the origin of the circle is at (rD, 0). XD, yD are the display
coordinates and rD is the radius of the circle on the display. (See Figure B2.)
The limits for x restrict the display to a 60C arc.

Equaticn (6) defines the path of the display element. The grey scale
used at each point is determined by the signal strength at the given doppler
frequency. This doppler frequency is derived from Equation (4) with a change
of units to display position units. This is done as follows

R,."" _R (7)

D
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where RG is the target ground range. Then Equation (4) becomes

2 V RC

D AR rD YD

or, in terms of XD

2 V R
F R r (8)
D a r D XD 'D

The FFT of N data points produces N frequency bins. Each of these bins
have a frequency width, , as follows.

AFB B t

where t is the sample rate (the time delay between individual sample points).
The grey scale of a point on the display arc is, then, determined by the
contents of frequency bin j.

2Nt V " 2 (L0)
G. - x& 2

R- Rs rD D - XD

and

Y /2rDx -XD (6)
D2D D
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These two equations, (6) and (10), define a single arc on the display.
The display is shifted between arcs in order to correspond to the aircraft
motion. This sa'ft, in display units, is given by

dD (n(11)

g s S

where n is the shift count (the number of samples which the data is shifted
before the next calculation).

i2
I
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APPENDIX C

ANALYSIS OF MOVING TARGET CASE

For the purpose of this discussion, a moving coordinate sybtem is chosen

with the origin cn the aircraft. All angles are measured from a line

perpendicular to the motion of the aircraft. (See Fi6jre C.l.). The target

velocity is assumed to be constant.

The doppler frequency of the target is given by:

2 cos O

D = R

where-

fD = doppler frequency

0 D = depression angle

= wavelength

V = total radial velocity

for simplicity, the variable K will be used as follows:

K = 9A-2D

and

D =KVR

The radial velocity is given by the following equation as derived

from Figure C.i.

V = V sinP - V cos(4- p)
g T

where:

V velocity of the ground due to motion of the aircraft.
g

V, -target v,,locity

p = angle to target

angle of target vlocity
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In this case, two measurements are made. One at first contact, ahead of

the aircraft; the second at last contact, after the aircraft has passed the

target. This yields two measurements of doppler frequency.

fDI = V K sin I - V TK col P- I) (1)
Dl gT

fD2 = V K sin P2  VTKcos( P92) (2)

The distance traveled is also of interest and can be given in two ways,

geometry and, velocities and time.

AX = R cos P2 - R cos P

AY = R sin P1 - R sin P2

artd
6 = V A T - V A T sin

gT

AX = VT A T cos ý

or,(3
V AT- V TAT sin 4 = R sin P2 - R sin P(3)

V AT cos 4 = R cos P - R cos P2  
(4)

Expanding Equation (1) yields:

fDI = V sin p VT cos 4 cos l -V sin *'rsin 1
K g

substituting for VT cos and VT sin from Equations (3) and (4) gives

R Z 2
fDI =V sin pl (cos P) Cos P2 " Cos -sin Pl

K g AT

+ sin sin ')-V sin 0,g

or
fDI R (5)

K AT ( 1-
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Similarly for Equation (2)

f D2 - R Cos ( P P?)) (6)
T

Thereforc

f DI f D2

The two doppler frequencies measured are equal in magnitude and opposite
in sign.

Now subtracting Equation (2) from Equation (1),

DI 'D? V (sin sin P2) _ V r Cos PLK 9 T

Cos P 'i

Expanding:

f DI - f DZ
= V (sin p, sin p?) V Ecos (Cos

K 9 T

Cos P + sin *(sin sin p.)
2

Substituting again from Equations (3) and (4), but this time for (Cos P 2
Cos 0 and (sin o, - sin c2

f DI f D2 LN T 2
V AT(v -V sin *)-rV LV COSK 9 R g T T R T

- V sin + V sin 2

9 T

Or

(f - f V s in + V 2 Cos 2 (8)K LT DI D2 g T T
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Summarizing then, the follo-wing equations are of interest:

fDI R
K 1 - cos ( P1 - Pz)) (5)

fD R D(1- cos ( p- )) (6)
K sTG

R 2 2 2
=(f " )(V - V sin4) + V. cos (8)

KAT DI D2 g T I

Note that the right hand side of Equation (8) is nothing more than the
magnitude of the resultant target velocity relative to the aircraft.
Equations (5) and (6) show that the tewo measured doppler frequencies are
not independent but are equal in magnitude.

The true azimuth of the targe t is the one piece of information milssing
here. The magnitude of the resultant velocity and the subtended angle
(or equivalcn,lv the distance of ciosesL approach) are both given.

A discussion of detection criteria follows.

Assume that the spectra of the processed cluttei has a Gaussian
distribution.-1

1 -v/2:fo(V) ____

2 2 Vhere:
2 - ¢v - amplitude in vo3ts

7 - standard deviation

f0 = probability when no
target. r resent

A = amplitude of signal
due to tirget

iSchwartz, M., "Infcrmation Transmission, Modulation and Noise," Second
Edition, Brooklyn Polytechnical Institute Se-ies, McGraw Hill Book Company,
New York, 19"0, pp. 330-338.
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Probability of false alarm is given by

Pfa P false alarm = f 0 (v) dv

T A f O (v2)2 dv
A/2

{ 2 2Z

1__ _ _ -v /Z0o

2A e dv

2 /2 2

Let y = v

then y = v

dy = dv %/I2 2

Pe 2
IaP JY -ydy-•fa TT j A

A

S 2 'T '2- Y
S-(1 4- e dy)

22
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"fle following information pertains to Figure C.2.

d is the threshold level.

d is the optimum threshold level.
opt

for P 1 P
no target 2 Lar ze' 2

d o 0 This is the crossover point of the two
opt probability distribution:;

2 P0
In general d in (9)

opt 2A e P1

PO = probability no target (clutter only)

PI = Drobability of a target

d
P'.rror = fO 0uf (,f) dv + P1  J fl (v) dv 'Ae Fig. C.3)

a 0o

P mistaking clutter Mistaking target
eO for target for clutter

A proof of Equation (9) follows:

Minimize P
error

error =0 -P f (d) + P f (d)

6d0 0 0

f (d) P

f0 (d) P

1 - (d - AI2) 2Zl2

f (d) = C

)2 2
1 - (d A/2) /Zo
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If a probability of error of 10- is desired, then the signal-to-

! noise ratio must be 7.4. This means that the signal, A, must be

z greater than the standard deviation, a, for acceptable probability

of error.

Figure C.3. Error Distribution Curve

210



(d -A/2) z + (d + A/2) z
f] (d) .Po 0

- e 2f2 (d) 2 P1

II
2 

2

d2- 2[ +e 0 1

In.. ,,iA

4 0

In]e 

e 
L2 1

Sd op dA_ In e i 1

2 2

2 dA APOd

20 -- pn s 1

21

2 02 e 0

= in; opt e P1

d 1nL n isa Th:d is the optimum threshold level where main (noise clutter) lies at

2 2

Pa =probbiliy ofclutter only

PI probability ot signa3 plus clutter.
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APPENDIX D

TARGET-CLUTfER SIMULATIONS

A FORTRAN program package exists which creates a fake condensed data
tape (CDT) of computer generated data. This format is conpatible with iil
LWL spectral analysis programs, and thus can be used to test the programs
and to simulate various target-clutter situations. The two main programs
in the package are DATGEN and FAKCDT. DATGEN, which can be easily modified
at the experimenter's option, is executed first, and creates a scratch tape
of data for use by FAKCDT. FAKCDT, which operates relatively quickly,
properly convert- and formats the data to create a fake CDT.

DAT GEN

DATGEN writes 512-word recores of one's corplement integers onto FORTRAN
Unit 1. The maximum absolute value allowed is 2047 10 A file mark ½s written
after each group of records representing a variable, with a final fi.e mark
at the end to provide an end-of-tape designator.

FAKCDT

FAKCDT uses the data on FORTRAN Unit 1 to create a fake CDT. Fur each
data record, a validity check is performed to insure that the maximum absolute

value of each data work is 2047. (If not, the error is reported and the
program stops.) Each data word is then converted to a 12-bit two's complement

word (sign + 11 bits). A 513-th and 514-th word are added to the 512-word
record, as follows: Word 513 is the integer 512 q, designating the number
of data words in the CDT record, and word 514 is1 he si'check of the first
512 words. The converted and formatted record is then written onto FORTRAN
Unit 4 in the 2-byte mode. Appropriate header information is required by

FAKCDT as input and is written out as required on the CDT. As currently
configured, the fake CDT has two experiments, each of which has seven variables.

24 August 1973

Experim• n t 1

VariabLe ,
i Gaussian random noise*
2 Gaussian random noise *

3 50 Hz cosine wave + Gaussian random noise
4 50 Hz sine wave + Gaussian random noise*
5 In-phase channel of target simulaticn no. 2-

6 Quadrature-phase channel of target simulation no. 2"
7 Gaussian random noise
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Eperiment 2
Variable

1 In-phase channel of linearly swept sinusoid going
from +15 Hz to -15 Hz

2 Quadrature-phase channel of above signal

3 In-phase channel of target simulation no. 10
4 Quadrature-phase channel of target simulation no. 10
5 Cosine on the 45-th line of a 512 point DFT
6 Sine on the 45-th line of a 512 point DFT
7 Sum of two sinusoids, with frequencies 17 Hz and 50 Hz

The 17 Hz signal is 20 dB down from the 50 Hz signal.

*" The Gaussian random noise is generated with a mean of zero and

standard deviation of 2046/(2.5* 2.4) - 528.3 ,

which, given the mechanism of the Gaussian random number
generator (see the writeup on NOiSEPAK), guarantees numbers
having absolute value less than or equal to 2046.

0: Target simulation no. 1 has a maximum absolute value of 500.

A" Target simulation no. 2 has a maximum absolute value of 2047.

All other sines and cosines have a maximum absolute value of 2047.

All variables have 20 records of 512 words each.

Target Simulation

Two cases if target simulation data are provided, and the _xact results
depenQ on the relative numbers chosen. The following input data card is
required by DATGEN:

RS, DELRS, H, VG, XOI, X02

where all numbers are floating-point.

RS is the slant range in feet

DELRS is the range gate width in feet, normally 100

H is the altitude in feet

VG is the ground speed of the aircraft in feet/secood

XOI is the x-coordinate of target no. 1

X02 is the x-coordinate of target no. 2
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The user must take into account that the current version of the nrogram
(24 August 1973) computes 20 records of 512 points with a sampling interval
of 2.13 ms, for a total of 21.8 seconds. Time t = 0 is chosen as the time
that the target would enter the range-gate if the x-coordinate were zero.
(Refer to ligure D.1.). Thus, VG should be chosen so that the target is
covered by the range-gate during the desired simulation time. XOI and X02
are chosen after ccmputing the ground range at the inner and outer edges of
the range gate, designated by RG and RGPD, respectively. Although this
calculation must really be done by the user before executing the program,
the computer will re-calculate and print these values. If the x-coordinate
is greater than RGPD, no data (other than zero) will be generated; if the
x-coordinate is less than RGPD but greater than RG, the target eniters the
range gate tangentially, does nct intersect the inner edge of the range gate,
and leaves at a negative azimuth angle. If the x-coordinate is less than RG,
the target enters the range gate, leaves, re-enters, and leaves for good.
These last two cases are illustrated as X01 and X02 in Fig.D.l; however,
durinb the simulation, XO and X02 can ,- 'hosen arbitrarily.

Theory

The instantaneous doppler frequency for a target within the range gr

i- given by

2v

fd ( 2 Y2 2
(x + + h+

wte re

y R 9 aR -v t
g g g

The instantaneous phase 6(t) is given by

O(t) f d dt

subject 'o the arbitrary in:tial condition that 0(0) = I . It is

easily shown that

2 F2 2 2
O(t) = K - +-- x y
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where

K: x + h 11 (R + ARo g g

Note that 6(t) increases as y goes from R + LR to zero, and then decreases

as y grows more negative (See Figure D.2•. g

Q()

0t t

Target Position vs. Tirme Instantaneous Phase Velocity vs. Time

Figure D.2. Position and Phase Relationship as Target

Passes Through the Range Gate
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Experiments involving target simulation no. 1

For this experiment the following data was used:

R - slant range - 3000 feet
s

h = altitude 1 1000 feet

R = ground range - 2828.4 feet
g

v = ground b.:ed = 250 feet/secondg

The simulated data (see Figure D.3) is recorded on condensed data tapes.

The first point of the first 512 word record is t - 0, and there are a total

of 20 records. The sampling rate is 469 Hz, for a At = 2.13 ms. The target

enters the range gate at t = 9.9 seconds (record 10) and leaves at 13.5

seconds (record 13). Since there is no noise, all other records are identi-

cally zero. During the time that the target is in the range gate, a complex

exponentia] is generated with an instantaneous frequency as dictated by the

geometry of the airplane and the ground (and the ground speed of the airplane).

The Univac program INTERP was used to generate a time-domain plot of the

in-phase channel (variable 3), which is presented in Figure D.3. The program

PPQUA3 was then used to view the data in the frequency domain. Figure D.4

illustrates the segments of data utilizea to calculate the spectral estimates

shown in Figures D.5 through D.9. Note tiiat the original data records 9 and 14

are identically zero. Figures D.5, D.6 and D.8 are average spectral estimates

covering the same data, but calculated using 6 512-word records, 1, 25--word

records, and 24 128-word records, respectively. The results change dramatically

as the smoothing changes, illustrating that this method of smoothing is not

suitable for this type of target data. The r-in objection to averaging of

this rype is that the target data is non-stationary over the time period of

interest, since the frequency is changing relatively quickly with time.

One possible conclusion from this analysis is that the method of pro-

cessing targets tangential to the range gate should be different from those

targets located closer in to the flight vector. This is not to say that the

software must be changed, but rather that the input processing parameters

must be optimized for the targets of interest.

2
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Figure D.4. Graphic lilust.,ation ot data used in Figures D.5 through D.9;
Shaded areas represent data used in each figure. Where more
than one block is shaded, trie spectral estimate is calcula:?d
as an average of the individual estimates for each block.
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APPENDIX E

SPECTRAL ANALYSIS

Effect of Jitter on Spectra

The sampling aperture used is roughly Gaussian in shape. The time
between the beginning of the main pulse and the sampling event, LT =

(ttransmit -tsa le), can jitter by an amount T. Let r(t) be the received
pulse, c (t ) t e output of Lhe sampling process and g(t) the sample signal.
See Figure •.i.

Assume that the sampling occurs during a time when the received pulse
has a constant slope of s volts/nanosecond.

Assume that g(t) is a finite duration rectangular pulse such that Igp(t)
dt = Jg(t) dt. The variation in amplitude of c(t) due to time jitter
7 between the sampling aperture g(t) and the received signal r(t), is:,

bc(T) = c(t) It = t - C(t) t = t 5-+ T
s s

Ide,:l sampling works like this

fr(t) 6 (t - t)dt = r(t ) c(t) I =

When the sampling is not ideal '(t) is replaced with g(t) where g(t)

is the aperture.

Jfr(t) g(t - t)dt = c(t) It
S"

rr(t) g(t t 4 Itdt =c(t) It

J. s- t 'tt + T
s

Thus Ž•c(T) c(t) I t

f t s s= b
CA it) t = t f r (t) g p ( ts - t) dt =a r(t )dt

4;ffl~~ )t) dt• b , bU t
C •t) I t t 4 T f r(t) gp (t -t T) dt C r(t) dts J)a - T
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The area shaded in Figure E,2 is the first integral and the area shaded
in Figure M-.1 is the second integral.

b b+T

Ac (1) • r(t)dt- r(t) dt
-a a+ T

1 and 12 are'shown graphically in Figure E.4

(IT - s= r- a (b - a)

Also, I - r(t) (b- a)

b+a

C (T) 112 r s aperture
I1 b-Ia

c (t) t t r( 2 " aperture

If r(-b•a = I volt, and
2

8 volts/100 ns.
4

-0025 volts/ns.

T 4 nanoseconds

then Ts • .01 volts

c (t)It t

(Lbc (t)/c (t))max = .06

226



II!,AA

V 'C /00 150 23'

Figure E.l. Relatioaiship of Received Pulse andJ Sam~ple Signal

AA

Figure??.2 Graphical Representation of Equation E.1.

I~AA

EL

Figure E.3. Graphical Representation of Equation E.2.
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The area represented by I2 can be shifted to the left -T seconds so that
the beginning of 12 lines up with the beginning of I1.

ab • T

I can be moved up so that the sloping line of 12 lies on the sloping

line of Tl

Figure E.4. Graphical Presentation of I1 and 12
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If the jitter is represented by a single sinusoid 7 = A sin 2 7ft and
if the frequency spectrum is evenly distributed over 30 trequency bins, then
the jitter will cause the frequency spectrum to look like that of Figure E.5.

If the frequency of the jitter is greater than 100 Hz, the strength of
the signal component due to jitter will be severely attenuated by the 100 Hz
low pass filter.

If the frequency of the time Jitter is evenly distributed over all
fre uencies from 0 to 9 Hz , the spectral energy will be increased by
10-)(1/30) at all frequencies.

FMing on the pulse is shown in Figure E.6. When the aperture occurs
during this part of the pulse the signal will be modulated not only by the
motion of the target but also by -'A. If FMing is a single frequency -A
sin 2-ft and this frequency is within the region of interest, then LA/A = 5%
could be in one frequency bin but A might be in all 30 frequency bins yielding
a spurious peak 3)/400ths times greater than the clutter. If FMing was
distributed in frequency, then Lnac portion of the FPing spectra within
the band of interest would add to the clutter.

F.2 Artificially Generated Dat-a

In debugging spectrum analysis programs it is useful to have a data set
whose properties are known and, hence, whose spectrum can be predicted and
compared to the actual output. One such set consists of Gaussian random
variables, with mean zero and standard deviation -. Suppose we have N
such random variable,s all having identical distributions; label these
X(O), X(l), . . . , X(N-1). Assume they are independent, and therefore,
uncorrelated. The discrete .Fourier coefficient defined by the relation:

N-I kn

A(n) = 7 X(k) WkN
N

where WN = e > , defines a new random variable. T'hen the discrete
Fourier series is used to calculate a periodogram as part of a spectral
estimate, a quantity of interest is the expectation of the magnitude

A periodogram is defined to be the set of squared magnitude discrete
Fourier coefficients.
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Figure E.5. Graphical Presentation of Frequency Spectra
Caused by Jitter

A&

Figure E.6. Graphical Presentation of Frequency Spectra
Caused by F1
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squared A(n), E { 1 A(n) 12 }, which we shall now compute:

F. (n) 12An) E A(n) A(--}

N-i N-i in

- El Z X(k) WN N
k=O i-=

k- N-i (k-0)n

- E{ X(k) X(i) WN
k-O i=O

N-I N-i (k-i)n

r i E E { X(k) X(i) I WNk-O 1-O

Now, E { X(k) X(i) } E { X(k) } E { X(i) } for k y i, since the random
variables are uncorrelated. Since each random variable has zero mean and
variance a2 we have

0 Vi

E {X(k) X(i) 1 = {2 k-i

Therefore,

E IA(n) 12 N N 1 E { X(k) X(k) W Wk-k)n
k=O

N- 2

k-O

- No 2

which is independent of n. Thus, on the average the periodogram is constant

for each frequency value, and the process can be considered a discrete White
noise process.
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We now consider a single-frequency tone, which for simplicity will be
taken as an exact subwultiple of th-e aaLing frequency f

x(t) - A sin (2rft),

sampled at an interval 6t - i/f, where

f
s 1

f M 'P ;N- f 1-
T i- NL

and p and N are integers. A sample of x(t) at t = kt is therefore
uritten as

f
x(k) A bin (27T p &---kAt

"-A sin (2T-- pk)
N

th
The n discrete Fourier coefficient is given by

t+-i
A(n) - x(k) 4Nk

k-O

N-i
"I A sin (2w iP1) (e-2•JlN) nk

k-O

A dJ2r(p-u)k/N
"21 e÷O 0 for p nk=0

A N -j2'a(p+n)k/N
2-j e ÷ " 0 for p # -n

k 0 i.e., p # N-n
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Therefore, A(n) AN for n p or n + N p, so that

A2N2
, !,2 A 2

iA(n) 2  = 4
4

It is of interest to compare the sine wave power with the average random
noise power:

2N2

sine wave A(n! 12 10 4 AS2 10 lOgl0 2
random noise E{A~n) NJ

A2N

= 10 logl 0  4i

This expression is seen to be dependent on N, the nIuber of points in the
discrete Fourier transform. Decreasing N by factor of two results in a
3 dB signal-to-noise degradation. This observation is confirMEd using the
simulated data, as seen in Figure E.7 and tabulated in Table E 1. Keep
in mind, however, that the sine wave analysis assumes an exact submultiple
of f , which does not take spreading into account when an intermediate
frequency is used.

These calculations can also be ubed to calibrate the "spectrum analyzers"
so that an absolute power reference is obtained, in conjunction with a
knowledge of the system gains preceding the A/D converter, the cross section
of prominent targets can be calculated.
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TABLE E.1

SICNAL-TO-NOISE RATIOS

2
10 lOgl0 A = 66.2 dB

10 logl 0  a 2 54.5 dB

N Calculated S Observed in Figure E.5

512 32.7 31

256 29.7 27.6

128 26.7 24.2
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